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Abstract

Online dating emerged as a key platform for human mating. Previous research fo-
cused on socio-demographic characteristics to explain human mating in online dating
environments, neglecting the commonly recognized relevance of sport. This research
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set from an online dating platform. Thereby, we leverage recent advances in the causal
machine learning literature to estimate the causal effect of sport frequency on the con-
tact chances. We find that for male users, doing sport on a weekly basis increases the
probability to receive a first message from a woman by 50%, relatively to not doing
sport at all. For female users, we do not find evidence for such an effect. In addition,
for male users the effect increases with higher income.
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1 Introduction

Human interactions that have traditionally taken place in physical reality have increas-

ingly shifted to the online world and the Covid-19 pandemic has substantially accelerated

this trend. Human mating is also affected by this development, resulting in numerous novel

formats of online dating. Indeed, online dating emerged as pivotal instrument for human

mating. Rosenfeld, Thomas, and Hausen (2019), for instance, showed, that online dating

represents the most common way for heterosexual couples to meet in the US. Cacioppo,

Cacioppo, Gonzaga, Ogburn, and VanderWeele (2013) furthermore showed, that more than

one-third of marriages in the US (2005-2012) are attributed to an initial contact via online

dating.

Understanding the mechanisms that explain human mating in online dating environ-

ments is, in turn, decisive to elucidate the structure of societal evolution and to derive

algorithms increasing the efficiency of the matching of potential partners. Explaining hu-

man mating in online dating environments relies essentially on the information that users

share online, including socio-demographic, psychological, and physical traits. Indeed, pre-

vious research referred to socio-demographic (e.g., age; Hitsch, Hortaçsu, & Ariely, 2010a)

and psychological (e.g., extroversion; Cuperman & Ickes, 2009) traits to explain human mat-

ing in online dating environments (for a detailed review, see Eastwick, Luchies, Finkel, &

Hunt, 2014). Research considering physical traits, commonly interpreted as sport activity

(Schulte-Hostedde, Eys, Emond, & Buzdon, 2012), to explain human mating in online dat-

ing environments, however, remains sparse even though few research provides indications

that sport activity has substantial effects on human mating (Schulte-Hostedde et al., 2012).

However, the effect of sport activity on human mating has not yet been fully understood.

This paper attempts to fill this gap. In particular, this paper is, to the best of our knowl-

edge, the first to investigate the causal effect of sport activity on human mating in online

dating environments. It is also the first paper to analyze the heterogeneity of this causal

effect using the novel causal machine learning methods.

Following this notion, we leverage unique data of more than 16’000 users, forming alto-

gether almost 180’000 interactions. The data allows us not only to map interactions among

users on a second-by-second basis, including visiting a user profile and contacting a user via

private message, but also to observe more than 600 user characteristics describing the socio-

demographic, psychological, and importantly, physical traits, including the frequency of the

sport activity. This setting allows us to create a credible research design that eliminates

potential sources of endogeneity by focusing on the first, one-way interactions between users,

and by observing essentially the very same information, and even beyond, as an actual user.

Hence, we can reliably identify the effect of sport activity on contact chances by relying

on the conditional independence, i.e. the unconfoundedness research design. Moreover, we

exploit recent advances in causal machine learning to estimate the causal effect of sport

activity on contact chances in our large-dimensional setting in a very flexible way, while

considering potential effect heterogeneities. In particular, we apply the Modified Causal

Forest (Lechner, 2018), an estimator that reams the concept of Causal Trees and Forests,
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by allowing for multiple treatments, as applicable to our measure of sport activity. Fur-

thermore, the Modified Causal Forest improves the splitting rule to account for selection

bias and the mean correlated error. Additionally, it allows for estimation and inference

on different aggregation levels in one estimation step. All of these aspects are crucial and

beneficial for our research. Specifically, we can relax on the functional form assumptions,

unlike classical parametric approaches, which is particularly important in large-dimensional

settings as ours. Moreover, we can go beyond average effects and can flexibly investigate

effect heterogeneities on various aggregation levels.

Leveraging the benefits of the Modified Causal Forest, we find different patterns for

males and females. Particularly, for male users, we observe uniformly increasing contact

chances by a potential female partner, for increasing levels of sport activity. Specifically,

the contact chances increase by more than 50% if male users practice sport on a weekly

basis, relative to no sport at all. However, for female users, we do not find evidence for such

an effect. Beyond the average effects, we uncover interesting effect heterogeneities both for

males and females. In particular, for male users, we find that the effect of sport frequency

on contact chances increases with higher income. This holds true for the income levels of

the male users themselves, as well as for the income levels of the potential female partners.

This implies that higher income male users enjoy a higher effect of a weekly sport activity,

and that higher income female users value the regular sport activity of the potential male

partners more. These heterogeneous effects are both statistically precise, as well as sub-

stantially relevant. In addition, for female users, we find indications that the effect of sport

activity on contact chances increases with a higher sport frequency of the potential male

partner. Furthermore, analysing the individualized effects provides additional descriptive

evidence for these heterogeneous effects. It reveals further insights for potential heterogene-

ity mechanisms driven by education level or relationship preferences, among others. Lastly,

a placebo test shows the robustness of our results.

This study contributes to research and practice as well as to the society. First, this pa-

per provides new insights for the literature on human mating by demonstrating that sport

activity, a key behavioral trait, affects human mating. Second, this paper supports social

science research in assessing causal effects in large-dimensional data environments by show-

casing an empirical approach, which allows for a very flexible estimation of average effects

as well as a systematic assessment of underlying heterogeneities. Third, this paper helps

individuals to increase their dating success by exhibiting how sport activities can contribute

to the likelihood to be recognized by potential partners, finally highlighting the relevance of

sport activity not only from a health but also from a human mating perspective. Finally,

this paper serves product developers to improve the architecture of online dating platforms

by highlighting the relevance of sport activity, while considering effect heterogeneities (e.g.,

demographic characteristics) at the same time.

This paper is structured as follows. Section 2 provides a short overview on prior work

related to our research. Section 3 describes the online dating platform and the respective

data. Section 4 explains the empirical approach, including the identification strategy and the

estimation method. Following this, Section 5 presents the results, comprising the average
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and disaggregated effects. Section 6 discusses the results and the implications for research,

practice, and society.

2 Literature

In this section we briefly describe prior work related to our research, comprising litera-

ture on sport activity in general as well as literature on sport activity and human mating.

2.1 Sport Activity

Sport activity has been ascribed relevant effects on human life, including physical and

mental health as well as social outcomes, some of which are summarized next.

First, sport activity was shown to affect health outcomes. For instance Warburton,

Nicol, and Bredin (2006) confirmed, based on an extensive review of the literature, that sport

activity facilitates the prevention of several chronic diseases (e.g., cardiovascular disease and

diabetes). In a similar vein, Humphreys, McLeod, and Ruseski (2014) found, that sport

activity reduces self-reported incidences of diabetes, high blood pressure, heart disease,

asthma, and arthritis (for a review, see Penedo & Dahn, 2005, and; Eime, Young, Harvey,

Charity, & Payne, 2013).

Second, sport activity was demonstrated to enfold effects on mental health. Hillman,

Erickson, and Kramer (2008), for instance, showed that sport activity enhances cognition

and brain functions (for a review, see Strong et al., 2005, and; Janssen & LeBlanc, 2010).

Moreover, sport activity was shown to increase self-reported life satisfaction and happiness

(Huang & Humphreys, 2012; Ruseski, Humphreys, Hallman, Wicker, & Breuer, 2014).

Third, sport activity was proven to affect social outcomes. For instance, Caruso (2011)

showed that sport activity decreases property and juvenile crime among young adults. More-

over, sport activity was found to enfold positive effects on economic outcomes such as wages

and earnings (e.g. Lechner, 2009; Rooth, 2011), human capital (Lechner & Steckenleiter,

2019), and quality of work performance (Pronk, Martinson, Kessler, Beck, Simon, & Wang,

2004). Finally, sport activity has been confirmed to lead to higher academic achievements

(Fox, Barr-Anderson, Neumark-Sztainer, & Wall, 2010; Pfeifer & Cornelißen, 2010; Felfe,

Lechner, & Steinmayr, 2016; Lechner, 2017; Fricke, Lechner, & Steinmayr, 2018), to posi-

tively affect concentration, memory and classroom behavior (Trudeau & Shephard, 2008),

and to improve social relations (Stempel, 2005).

The effects of sport activity are, thus, explored in various spheres of human life. The

effect of sport activity on human mating, however, is almost unexplored, as discussed next.

2.2 Sport Activity and Human Mating

Research on human mating has established in sociology, psychology, economics, and,

more recently, computer science, mostly attributable to the range of potential explanatory
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factors that determine human mating (Eastwick et al., 2014) and novel data opportunities

due to computer-mediated approaches for human mating (i.e., online dating). In addition to

various studies referring to socio-demographic and psychological characteristics to explain

human mating (for a detailed review, see Eastwick et al., 2014), a few studies also consider

sport activity as potentially relevant factor in explaining human mating.

Schulte-Hostedde, Eys, and Johnson (2008) studied the effect of males’ practiced sport

discipline on females’ willingness to engage in a relationship, applying an experimental set-

ting. The authors showed that ’[. . . ] team sport athletes were perceived as being more desir-

able as potential mates than individual sport athletes and non-athletes’ (p. 114). Moreover,

the authors argued that ’team sport athletes may have traits associated with good parenting

such as cooperation, likeability, and role acceptance’ (p. 114) to explain the positive effect

of team sport participation on desirability. However, the authors restrict sport activities

to a particular type of sport, namely team vs. individual sport, which, in turn, impedes

a valid assessment of the general effect of sport activity on human mating. In a similar

vein, Farthing (2005) showed, also applying an experimental setting, that ’[. . . ] females

and males preferred heroic sport risk takers as mates, with the preference being stronger for

females’ (p. 171) , while interpreting (non-) heroic sport risk as, for example, engaging in

(non-) risky sport activities. However, the previously raised concerns apply in the same way

to the findings by Farthing (2005).

Further research provides insights on potential indirect effects of sport activity on human

mating. In particular, previous research indicated that sport activity improves, inter alia,

attractiveness (Park, Buunk, & Wieling, 2007), health (Warburton et al., 2006), and income

generation (Lechner, 2009), all of which have been shown to affect human mating (e.g. Hitsch

et al., 2010a; Hitsch, Hortaçsu, & Ariely, 2010b; Eastwick et al., 2014). However, these

studies remain inconclusive with respect to human mating, given the missing integration

of relevant context-factors (i.e., further relevant personal/sport characteristics) affecting

human mating.

Taken together, sport activity seems relevant for explaining human mating. However,

a conclusive, finally valid, assessment on the effect of sport activity on human mating is

missing, given that previous research assessed the effect of sport activity on human mating

either in the absence of potentially relevant socio-demographic characteristics or by utilizing

a narrowed interpretation, respectively representation, of sport activity. These limitations

surprise given that information on sport activity are one of the most articulated and visible

features on online dating platforms. Furthermore, as discussed previously, sport activity

is ascribed relevant effects on various spheres of human life, including physical and mental

health as well as social and economic conditions. Following the above mentioned limitations,

we focus on the analysis of the effect of sport activity on human mating.
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3 Setup and Data

In the course of this research, we collaborated with a German online dating platform

operator. The operator provided us both with information on the functionality as well as

with data from the online dating platform.

3.1 Online Dating

The online dating platform allows a user to virtually meet and communicate with other

users. The user has to pay a monthly fixed subscription fee to register and to utilize the

online dating platform. The registration at the online dating platform is subdivided into

three major sections. First, the user is requested to provide socio-demographic information

(e.g., sex, age, education, and income). Second, the user is requested to specify search criteria

for potential partners (e.g., sex, age, education, and income). Third, the user is requested

to answer a personality test that relates to the users’ life style, personality, attitudes and

views (79 categories in total). Moreover, the user articulates the language preferences and

may include one or more photos on the personal profile page. However, these photos remain

fully blurred until the user decides to release the photo for the potential partner.1 Most

importantly, with specific regard to the intended analysis, a user articulates her/his sport

preferences and actual sport activities within a total of 27 disciplines, how often she/he

actively practices sport, and, finally, which recreational activities dominate in her/his leisure

time. A detailed description of the survey questions and the corresponding variables together

with descriptive statistics can be found in Online Appendix D.

Following the registration at the online dating platform, the user can define a query,

indicating the preferred sex, age, and geographic location to explore potential partners.

The search query returns a shortlist of potential partners, who correspond to the previously

defined qualifications. The shortlist includes the potential partners’ username, age, a blurred

version of the photo, and a matching score, which is computed by the online dating platform

operator in order to support users in finding a potentially fitting partner.2 The user can

investigate the potential partner in detail by browsing on the potential partners’ profile

page, which displays a blurred version of the photo as well as information on the previously

described survey. The user can then choose from multiple possible actions. As such, the

user can either send a private text message, a ’Smile’ icon, or a ’Smile Back’ icon (if initially

received a ’Smile’ icon) to a potential partner. Additionally, a user may leave a ’like’ or a

text note on a potential partners’ profile page. Moreover, the user can initiate a friendship

with a potential partner by initiating a profile release or accepting an initial profile release

by a potential partner. Furthermore, a user may request an ’Applet’ (game with questions)

to a potential partner, which works out similarities/differences between the user and the

potential partner. Finally, a user may prevent unwanted users from contacting in any form.

1In our analysis we restrict the user interactions by excluding the actions involving the release of the blurred
photo. We discuss this point in Detail in Section 4.2.

2The online dating platform operator does not provide the formula to calculate the matching score. However,
it provided us with all data required for its calculation. We elaborate more on this point in Section 4.2.
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3.2 Data

The acquired data consists of two samples. The first, user sample, contains personal

information about the registered users on the platform. The second, interaction sample,

contains information about the users’ interactions on the platform.

The user sample includes 18’036 newly registered users who joined the platform between

January 1st, 2016 and April 30th, 2016.3 For each registered user, we observe the full

information filled upon the registration, which comprises 667 variables in total. For our

intended analysis with regard to the sport activity, we exclude the users with daily sport

frequency, as these comprise only around 3% of all users, which would prevent a meaningful

analysis for this group. Furthermore, we restrict ourselves to the sample of users, whose

residency is located in Germany, as only for these users we observe full location information,

including the ZIP codes. This restriction affects only about 2% of the observations as the

platform provider operates on the German market. Lastly, we exclude users with incomplete

information (around 1% of the sample) and those with implausible and inconsistent values

(less than 1% of the sample).4 This leaves us with an available sample consisting of 16’864

users for our analysis. A descriptive summary of selected variables for the user sample is

presented in Appendix A.

The interaction sample includes 1’415’645 user actions among the population of newly

registered users over the same time period. For each action, we observe the IDs of both

users involved in the action, as well as the precise time stamp and the type of action. Each

interaction between users must begin with a visit action (invisible to a user), upon which

further types of actions are possible, such as a message, like or smile (visible to a user).

We refer to the user who initiates an interaction as a sender of an action, and the user

who gets involved in an interaction as a recipient of an action. For the purposes of our

analysis, we filter the interactions such that we consider only one-way interactions initiated

by a visit action, with either no further action at all, or immediately followed by any visible

action from the sender, without considering any visible recipient’s response to the initial

action from the sender. Thus, we select only unique interactions in the sense that the

sender was visibly or invisibly active, while the recipient stayed visibly passive. Thereby, we

restrict the interactions between the users until the point of a possible reciprocal interaction

taking place.5 This selection of the sample will be later important for the validity of our

identification strategy (see Section 4.2 for details). We further shape our sample such that

each observation represents a valid interaction accompanied by indicators of visible sender

actions that have taken place within the particular interaction as well as the sender and

recipient user IDs. This leaves us with an available sample consisting of 178’372 valid

unique interactions for our analysis.

Lastly, to construct our final estimation sample, we merge the interaction sample with

3Other empirical studies using online dating data focused on observation periods of similar length (see Hitsch
et al., 2010a, and; Hitsch et al., 2010b).

4This includes, for example, users with more than one single value for a mutually exclusive answer selection,
among others.

5For a more detailed definition of valid user interactions with practical examples, see Appendix B.
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the user sample. As a result, each observation in our estimation sample represents a valid

interaction between two users and consists of sender and recipient user IDs together with

sender’s actions from the interaction sample, and both the sender’s as well as recipient’s

characteristics obtained from the user sample. Furthermore, as the data contains only

heterosexual users based on a binary measure for gender, i.e. we never observe a sender and

recipient of the same sex in our sample, we split the sample based on gender for a clearer

interpretation of the results. Hence, we refer to the sample with only female recipients as

the female sample, as here the females are in the role of an approached user upon receiving

a visit action, and possibly further actions, by a male sender of an action. Analogously, we

refer to the sample with only male recipients as the male sample, as in this case the males

are in the role of an approached user upon receiving a visit action, and possibly further

actions, by a female sender of an action.

Thus, we are left with 108’456 observations for the female sample and with 69’916 ob-

servations for the male sample. The corresponding descriptive statistics of selected variables

for the two samples are listed in Appendix A.

3.2.1 Sport Activity

In order to investigate the effect of sport in online dating, we leverage the rich in-

formation set regarding the sport activities on the user profile. In particular, each profile

includes a detailed statement of the user’s sport frequency. This information stems from the

initial questionnaire filled by the user upon registration. First, the user is asked about the

sport types done actively, namely: ’What sports do you do actively?’, with multiple options

(mutually inclusive) such as basketball, fitness, hiking, soccer, tennis, etc., or specifying the

option ’none’. Second, only if the user has not specified the option ’none’, a further ques-

tion regarding the particular sport frequency is asked: ’How often do you practice sport?’.

The possible values (mutually exclusive) include the following answers: ’every day’, ’several

times a week’, ’several times a month’, or ’less common’. Thus, we not only observe the

user’s binary indication of practicing sport or not, i.e. the extensive margin, but also the

particular sport frequency, i.e. the intensive margin. This provides us with a much finer

measure of the actual sport activity. Accordingly, we define the sport activity measure to

be multi-valued with sport frequencies of weekly, monthly, rarely and never. We omit the

daily frequency for lack of data within this category, as previously mentioned. Furthermore,

we leave the sport types out of consideration too, as these include many different and not

mutually exclusive values, which prevents a clear separation of the categories.

Table 1 shows the descriptive statistics for the sport frequency shares in the samples

of males and females, respectively as well as the corresponding shares from the innovation

sample of the German socioeconomic panel (SOEP-IS; Richter, Schupp, et al., 2015) for a

comparison with a representative population sample.6 First, we see that the sport frequency

is unevenly distributed in both samples. Second, we can also observe that the shares are very

similar in both samples. Nonetheless, the never category is more represented in the female

6Similar values for the sport frequency statistics for Germany are documented also in the Eurobarometer
Survey (Eurobarometer, 2014), as pointed out by Lechner and Steckenleiter (2019).
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sample, while the weekly category is more represented in the male sample. Additionally,

we also observe that the subjective sport frequency of the users from the online dating

platform is in general much higher than the one of the representative individuals from

Germany.7 Third, with respect to the number of observations in the corresponding samples,

we immediately see that even though we have a balanced user sample in terms of gender,8

females get visited more often than males do.

Table 1: Shares of Sport Frequency for Male and Female Sample

Never Rarely Monthly Weekly Observations

Males 0.07 0.08 0.29 0.56 69’916

Females 0.12 0.09 0.29 0.49 108’456

SOEP-IS 0.33 0.23 0.10 0.34 25’544

Note: Color intensity represents the corresponding share sizes for males and females.

Finally, given our definition, the impact of sport activity can be illustrated as follows.

The user, here the sender, visits a profile of another user, here the recipient, and gets exposed

to an information revealed on the profile. Among other indicators, the sender observes the

recipient’s indication of the sport frequency, i.e. the variable of interest. Based on the

available information, the sender then decides to perform or not to perform a further action.

3.2.2 The Interaction between Users

We are interested in the one-way actions of a sender upon visiting a recipient’s profile on

the website. Even though there are multiple actions a sender can initiate, we focus explicitly

on the action of sending a text message for several reasons. First, a text message is the most

evident action of showing a serious interest, as in order to compose a text message, the

sender has to exhibit a substantial effort, in comparison to other available options, such as

simply sending a smile or like. Second, unlike the other generic options, by sending a text

message, the sender directly approaches the recipient in an individualized manner. Third,

an outcome measure of sending a text message or an email has been previously used in the

online dating literature under the assumption that users send a message if and only if the

potential utility of the match exceeds some minimum threshold value (compare e.g. Hitsch

et al., 2010a; or Bruch, Feinberg, & Lee, 2016). Hence, we define our action of interest

as a binary measure of sending (1) or not sending (0) a text message upon a profile visit.

Given the binary scale, the natural interpretation as contact chances in terms of message

probabilities arises.

7Note, that this might be both due to truly higher sport frequency of the registered users as well as due to
an overestimation of own actual sport frequency of the users, or the combination of both. Also note, that
our sample consists only of singles, which is in contrast to the representative population sample.

8The user sample consists of 48% of females and 52% of males. For more descriptive statistics with regard
to the user sample, see Appendix A.

8



Figure 1: Average Contact Chances according to Sport Activity for Males and Females

Figure 1 shows the average message probability in percentages for males and females

according to the sport frequency. First, we see that the levels of females are substantially

higher than those of males, i.e. women have unconditionally a higher probability to get

messaged than men do. This is in line with previous evidence from studies based on online

dating data (Bruch et al., 2016). Second, we observe a slightly increasing message probability

with higher sport frequency for males, while for females no clear pattern can be identified.

3.2.3 Information about Users

In our sample, we have access to complete information filled by the user upon regis-

tration. Hence, we not only observe the condensed information displayed on the main user

profile page, but also the expanded information stored in the background of the user profile.

Thus, we effectively observe the very same information that a real user observes upon a

profile visit of a potential partner, and even beyond. The full information observable to us

includes the following components. First, we observe the user’s demographic information

such as gender, age, height, etc., the socio-demographic information such as education and

income level, type of occupation, etc., as well as personal information such as place of res-

idence, smoking habits, or even (self-judged) appearance. Second, in addition to the user

specific information, we observe the user’s preferences for a potential partner in terms of

the search criteria related to the above mentioned socio-demographic information as well.

Third, we furthermore observe the user’s information stemming from the detailed personal-

ity test, which reflects on the user’s life style, personality, attitudes and preferences. This

includes an extensive information on topics like religion, political views, music and travel

preferences, or even partner requirements. The aforementioned user information comprises

of an exhaustive list of 663 variables in total. However, given the structure of our data,

we include the user information both for the recipient as well as for the sender, resulting

in effectively more than thousand variables. Apart from the information coming directly

from the platform, we additionally generate a variable measuring the distance between the

9



recipient and the sender, based on the available ZIP codes.9

We consider all the aforementioned variables as controls in the sense of potential con-

founders, i.e. as variables jointly influencing both the recipient’s sport activity as well as the

recipient’s potential outcome of receiving or not receiving a text message, and thus, de facto

the sender’s action to contact or not to contact the recipient. Conditioning on such a large-

dimensional covariate space is a challenging estimation task. However, we refrain ourselves

from an arbitrary selection of the confounding variables in order to reduce the dimension of

the estimation problem. Rather, we apply a novel causal machine learning estimator, which

can effectively deal with such large-dimensional setting, performing implicit variable selec-

tion in a flexible and data-driven way. The only variable deselection we perform manually is

related to endogenous variables.10 Thus, we remove all variables that could be potentially

influenced by the sport frequency. These include mainly variables indicating the specific

sport type, but also variables describing sport-related choices such as holiday and leisure

time preferences, as well as variables regarding the body type and clothing style. In total,

we dismiss 38 endogenous variables. Lastly, we leave out 2 variables without any variation.

As a result, we are left with 1247 covariates in total (1229 ordered, including dummies and

18 unordered), reflecting the recipient and sender characteristics.

Apart from the confounding role, the covariates are useful for analysing the effect het-

erogeneity, too. For this purpose, we pre-specify a small subset of heterogeneity variables,

consisting of age, income and education level on both recipient as well as sender side, to-

gether with the corresponding distance between the recipient and the sender. We focus

on these heterogeneity variables for two main reasons. First, these socio-demographic in-

formation are widely recognized in the literature as being the main determinants of the

partner choice (for a review of the importance of selected socio-demographic characteristics

see Hitsch et al., 2010a and Eastwick et al., 2014). Second, these are also the main variables

that are most visible to the user on the profile summary and thus can potentially impact the

shape of the effect. Additionally, we analyze the heterogeneous effects also along the sport

frequency for the recipient as well as for the sender. Complementary to the pre-specified

subset of heterogeneity variables, the remaining variables might serve for a supplementary

descriptive analysis of the effects.

4 Empirical Approach

To analyze the effect of sport activity on human mating, we leverage the recent advances

in the causal machine learning literature. Below, we outline the parameters of interest

together with the identification and estimation thereof.

9The average distance between the recipient and the sender in our sample is 67.32 km. A detailed plot of the
distribution of the distance between the users ca be found in Appendix A.

10We elaborate on this issue more closely when discussing the identifying assumptions in Section 4.2.
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4.1 Parameters of Interest

In order to define the parameters of interest, we rely on the Rubin’s (1974) potential

outcome framework. We denote the treatment variable of a user i by Di, which in our

case can take on four different integer values, i.e. Di ∈ {0, 1, 2, 3}, corresponding to sport

frequencies of never, rarely, monthly, and weekly, respectively. According to the treatment

status, d, we define the potential outcomes for the user i by Y d
i , which in this case is the

action of receiving or not receiving a text message. However, we only observe the potential

outcome under the treatment which the user i is associated with (see Holland, 1986, for

a discussion of the fundamental problem of causal inference). Thus, the realized outcome

can be defined through the observational rule as follows: Yi =
∑3

d=0 I(Di = d) · Y d
i , which

implies that we observe the action of receiving the text message only under a particular

sport frequency of the recipient. Further, we denote the observed vector of covariates by

Xi, which contains the recipient and sender characteristics, together with a subset of pre-

specified heterogeneity variables Zi, such that Zi ⊂ Xi.

To analyze the effect of sport frequency on the message probability, we are interested

in the following causal parameters. First, the Average Treatment Effect (ATE) of treatment

Di = m compared to treatment Di = l is defined as

ATE = θ = E[Y m
i − Y l

i ]

and constitutes the classical parameter of interest in microeconometrics, which provides us

with an aggregated effect measure (compare e.g. Imbens & Wooldridge, 2009). Second, the

Group Average Treatment Effect (GATE) is characterized as

GATE = θ(z) = E[Y m
i − Y l

i | Zi = z]

and measures the differential effects along the heterogeneity variables Zi. Thus, it provides

us with a disaggregated effect measure according to the specific variables of interest, as in

our case is the age, income and education level, distance as well as the sport frequency itself.

In the latter case, the GATE corresponds to the Average Treatment Effect on the Treated

(ATET). Third, the Individualized Average Treatment Effect (IATE) is denoted as

IATE = θ(x) = E[Y m
i − Y l

i | Xi = x]

and describes the heterogeneous effects based on the full set of observed covariates Xi. As

such, the IATEs present the disaggregated effects on the finest level of granularity and thus

provide us with user-type specific effects.

Notice, that both the treatment variable, i.e. the sport frequency, as well as the outcome

variable, i.e. receiving a text message, are measured on the recipient side, and hence, also

the above defined causal effects refer to the recipient.
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4.2 Identification Strategy

Given our observational study design, it is not possible to only compare the uncondi-

tional message probabilities for different sport frequencies, as displayed in Figure 1, to infer

the causal effects, since the user decision regarding the sport activity is not random. The level

of sport frequency might be influenced by other variables representing socio-demographic

information, which might also influence the potential outcome of receiving or not receiv-

ing a text message. For example, recipients with a higher level of education might have a

higher probability of doing sport on a weekly basis, as well as a higher probability of getting

messaged. This phenomenon is known as selection bias (Imbens & Wooldridge, 2009). In

order to disentangle the causal effect from the selection effect, we need to eliminate such

confounding via credible identification strategy.

For the identification of the aforementioned parameters of interest in a multiple treat-

ment case, we rely on the so-called selection-on-observables strategy (see Imbens, 2000; or

Lechner, 2001). Such identification approach assumes that all confounding variables jointly

influencing both the treatment as well as the potential outcomes are observed, and thus,

can be conditioned on. Given our rich data on user characteristics and the unique research

design, we argue to capture all possible confounding effects for two main reasons. First,

for both the recipient and the sender, we observe socio-demographic (e.g., age, education,

income) and personal (e.g., family status, smoking habits, place of residence) characteristics,

together with the preferences for a potential partner as well as the answers given in a detailed

personality test. Thereby we have access to even richer personal information than the actual

users when browsing the profiles, and as such, we are able to control for confounding effects

stemming from the user’s characteristics. Second, given our research design, focusing only

on the very first one-way interactions between the recipient and the sender, we effectively

eliminate any possible unobserved effects coming from the reciprocal interaction between the

users such as sympathy or kindness. By doing so, we explicitly focus only on situations, in

which the recipient’s profile gets visited by a sender, upon which the recipient does receive

or does not receive the very first text message from the sender, without any visible encour-

agement to do so from the recipient her/him-self. In such a situation, the sender decides

solely based on the information visible on the recipient’s profile to send or not to send the

message. Within our research design, we observe exactly the same information, and even

beyond, as the actual sender when facing the decision of sending the first text message. For

this reason, we are also able to control for confounding effects stemming from the user’s

interaction.

Taken together, combining the highly-detailed user information, which exceeds the in-

formation directly observable by the actual users, with the unique research design, which

eliminates any possible unobservable information, we are confident to capture all confound-

ing effects. In particular, our selection-on-observables strategy relies on the following set of

identification assumptions.

First, the so-called conditional independence assumption (CIA), states that the potential

outcomes and the treatment are independent once conditioned on the covariates. This hinges
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on the availability of all covariates that jointly influence the potential outcome and the

treatment. As we argue, we observe sufficiently rich information on both the recipient as

well as the sender side to ensure the plausibility of the CIA. In addition, our research design

eliminates any further influence from a possible reciprocal interaction between the users.

Thus, we are confident about the validity of the CIA in this particular case. There are only

two potential sources of vulnerability of the CIA in this case. First, it could be caused by

the availability of the blurred photo of the user. Even though the photo remains blurred,

as we do not allow interactions between the users which would include the action to release

the photo, we cannot rule out that information such as the shape of the face or the hair

and skin colour could be, nonetheless, inferred. However, despite the information inferred

from the blurred photo might possibly affect the outcome, i.e. the message probability of

the recipient, we argue that this information should not have an effect on the treatment

itself, i.e. the recipient’s sport frequency. Thus, it arguably does not qualify as a potential

confounder. Nevertheless, limitations in the availability of profile pictures, respectively

opportunities to represent the information in profile pictures, are common in the literature

on online dating (Fiore, Taylor, Mendelsohn, & Hearst, 2008). Second, it could be caused

by the availability of the matching score. However, despite the fact, that we do not observe

the score directly, we know that we observe, and indeed condition on, all information which

serves for its calculation. Moreover, even though we do not know the exact formula, by using

a very flexible estimation approach, we are able to reproduce any arbitrary functional form

of the matching score. Nonetheless, if the matching score would consist of the user’s sport

frequency, the treatment would be indirectly observed as a part of the shortlist of potential

partners even before actually visiting the user profile. However, this would not violate the

CIA as such, it could rather potentially reduce the size of our effect estimates. For this

reason, we conduct a placebo test to provide evidence that this is indeed not the case. We

discuss the placebo test in more detail in Section 5.3.

Second, the common support assumption, ensures that for each value in the support of

the covariates, there is a possibility to observe all treatments. This means that we find users

with the same age, education, income, etc., for all sport frequency levels. Thus, we are able

to check the validity of the common support assumption in the data directly, but do not

find any violations thereof (see Lechner & Strittmatter, 2019, for a discussion of common

support issues).

Third, the stable unit treatment value assumption (see e.g. Rubin, 1991), implies that

for each user we observe only one of the potential outcomes based on the treatment status.

It further implies that there is no interference among users, hence ruling out any general

equilibrium or spillover effects. This means that the sport frequency of one particular user

does not affect the message probability of other users. We argue that the SUTVA is plausible

in this case, as we analyze only a short time period after the user registration such that

general equilibrium or learning effects would not yet emerge.

Fourth, the exogeneity of confounders assumptions, indicates that the values of the

covariates are not influenced by the treatment. In other words, the user characteristics

should not be impacted by the sport frequency. For this reason, we discard all potentially
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endogenous variables such as indicators of particular sport type, sporty clothing style, pref-

erences for sport holidays or sport club memberships. Therefore, we are confident that the

exogeneity assumption holds.

Under the aforementioned assumptions, it can be shown that the above parameters of

interest are identified. For technical details, see Lechner (2018).

4.3 Estimation Method

In our analysis, we face two major challenges with regard to the estimation of the

causal effects of interest. First, we need to deal with a very large conditioning set with

an unknown functional form of the covariates. Second, we want to investigate potential

effect heterogeneity. In order to overcome these challenges, we take advantage of the newly

developing causal machine learning literature (see Athey, 2018; Athey & Imbens, 2019;

or Knaus, Lechner, & Strittmatter, 2020, for overviews). It combines the flexibility and

prediction power of machine learning (Hastie, Tibshirani, & Friedman, 2009) with the causal

inference from econometrics (Imbens & Wooldridge, 2009). One of the most popular machine

learning methods are the so-called regression trees (Breiman, Friedman, Stone, & Olshen,

1984) and random forests (Breiman, 2001). The trees and forests are highly flexible, local

nonparametric prediction methods, which can effectively deal with large-dimensional settings

(Biau & Scornet, 2016). Adapting these prediction algorithms towards causal inference

has lead to developments of Causal Trees (Athey & Imbens, 2016) and Causal Forests

(Wager & Athey, 2018), respectively. These methods inherit the advantages of the prediction

versions, while flexibly estimating the causal effects with systematically uncovering their

heterogeneity. Furthermore, Lechner (2018) extends the Causal Forest for the multiple

treatment case, and additionally improves the splitting rule to account for selection bias and

for the mean correlated error. The resulting Modified Causal Forest also allows for estimation

as well as inference for the parameters of interest at all aggregation levels in one estimation

step. Since our application involves multiple treatments with potential confounding, while

analyzing various heterogeneity levels of the causal effects, we opt for the latter approach.

In our analysis, we rely on estimating the so-called ’honest’ forest, which has been shown

to lower the bias of the causal effect estimates and to enable valid statistical inference (Wager

& Athey, 2018, and; Lechner, 2018). As such, we randomly split the estimation sample in

two equally sized parts and use one sample, i.e. the training sample, to build the Modified

Causal Forest and the other sample, i.e. the honest sample, to estimate the causal effects.11

Then, the estimation procedure of the Modified Causal Forest can be described as follows.

First, the estimator draws a random subsample s of the training sample and subsequently

estimates a single causal tree. As such, the subsample gets recursively splitted into smaller

subsets, the so-called ’leaves’ of the tree L(x) . The partitioning follows a splitting rule which

removes selection bias and reveals effect heterogeneity. As a result, the observations are

homogeneous with regard to the covariate values within the leaf, while being heterogeneous

11Lechner (2018) shows in a simulation study that the efficiency loss of the ’honest’ forest due to sample-
splitting is minimal in comparison to the case of ’honest’ trees as in Wager and Athey (2018).
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across the leaves. Then, the treatment effect is estimated within each terminal leaf by simply

subtracting the mean outcomes of the respective treatment levels Di = m and Di = l from

the honest sample as

θ̂s(x) =
1

{i : Di = m,Xi ∈ L(x)}
∑

{i:Di=m,Xi∈L(x)}

Yi − 1

{i : Di = l,Xi ∈ L(x)}
∑

{i:Di=l,Xi∈L(x)}

Yi.

Second, as a single tree might be quite unstable due to its path-dependent nature, the

forest estimates many such trees by drawing S random subsamples in total. The Causal

Forest estimate is then given by the ensemble of many causal trees as

ÎATE = θ̂(x) =
1

S

S∑
s=1

θ̂s(x).

The additional averaging of the trees helps to reduce the variance and to smooth the

edges of the leaves (Bühlmann, Yu, et al., 2002). Conceptionally, the Causal Forest can be

thought of as a nearest neighbor matching estimator with an adaptive neighbor choice and

can be thus described using a weighted representation, too (Wager & Athey, 2018; Athey,

Tibshirani, & Wager, 2019).

Third, the Modified Causal Forest estimates the GATEs by averaging the IATEs in the

corresponding subsets defined by the heterogeneity variables Zi and the ATE by averaging

the IATEs in the whole sample as follows

ĜATE = θ̂(z) =
1

{i : Zi = z}
∑

{i:Zi=z}

θ̂(x)

and

ÂTE = θ̂ =
1

N

N∑
i=1

θ̂(x).

Thus, it provides a computationally attractive option to estimate the effects of interest

on all desired levels of heterogeneity without the need for re-estimating the whole forest for

each single aggregation level.12

Fourth, the Modified Causal Forest then explicitly uses the weighted representation of

the estimated effects for inference. The weight-based inference can be then conveniently

applied to all aggregation levels as well.13 For an in-depth discussion of the Modified Causal

Forest, see Lechner (2018) as well as Cockx, Lechner, and Boolens (2020) and Hodler,

Lechner, and Raschky (2020) for empirical applications.

12In our setting, we additionally apply treatment sampling probability weights for the ATE and GATEs
aggregation of the IATEs to account for the unbalanced treatment shares.

13Athey et al. (2019) further suggest usage of the forest weights for solving many different econometric esti-
mation problems.
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Estimating the effects of sport frequency on the message probability by applying causal

machine learning allows us to improve on previous empirical studies in an online dating

setting in several dimensions. First of all, we do not have to specify the exact functional

relationship between outcome, treatment and covariates, as in the case of using parametric

approaches such as the logistic regression (see e.g. Hitsch et al., 2010a; Hitsch et al., 2010b;

or Bruch et al., 2016). This is particularly important when dealing with a large-dimensional

covariate space, including the characteristics of both the recipient and the sender, as the

functional form of the interactions thereof is not a priori clear. Furthermore, using causal

machine learning also advances the semiparametric approaches used in online dating studies

(see e.g. Lee, 2016, for a matching estimation), thanks to more flexible adaptive estimation

and its implicit variable selection properties. Lastly, causal machine learning allows us to go

beyond the average effects and systematically investigate the effect heterogeneity on various

aggregation levels, without the need to specify interactions or to build subsets of data in an

ad-hoc fashion.

5 Results

Below, we present the results for the average and heterogeneous effects of sport activity

on contact chances, based on the Modified Causal Forest estimation.

5.1 Average Effects

The results for the average effects of the sport activity on the contact chances are sum-

marized in Table 2. The diagonal presents the potential outcomes, while the corresponding

effects are depicted in the lower triangle.

In case of the male sample, for increasing sport frequency, the results show a clear

and increasing pattern of the potential outcomes, i.e. of the potential message probability.

While the potential message probability for users who never practice sport is on average

only 2.50%, for users doing sport on a weekly basis, the chances to get messaged increase by

more than 50% and amount to 3.82%. Comparing the respective potential outcomes across

the sport frequency levels yields the corresponding causal effects measured in percentage

points. Accordingly, all effects for all sport frequency comparisons are positive. The most

sizeable and the most precise effects are estimated for the most distinct sport frequencies,

as one would intuitively expect. Thus, the average effect of a weekly sport activity versus

no sport activity at all, is equal to an 1.32 percentage points increase. Similarly, the average

effect of a weekly in comparison to only rare sport activity amounts to an 1.20 percentage

point increase. Moreover, these effects are both substantively as well as statistically relevant.

As such, a male user increasing his sport activity from no sport or only rare sport activity

to doing sport on a weekly basis significantly increases the probability of getting messaged

by 52.80% and 45.80%, respectively. In practice, this implies receiving 13, respectively, 12

extra messages out of 1000 profile visits. Hence, the contact chances of a male user can be

substantially increased solely by becoming more sporty. The remaining effects comparing
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less distinct sport frequencies lack the statistical relevance, which stems mainly from the

substantially lower number of observations for these categories (see Table 1).

Regarding the female sample, the results do not suggest increasing contact chances

with increasing frequency of sport activity, as in the case of the male sample. The potential

outcomes thus do not indicate any clear pattern as the message probability firstly drops,

when switching from no sport to rare sport activity, and then increases steadily throughout

the monthly and weekly sport frequencies, reaching comparable levels with the category

of never doing sport. Accordingly, the estimated average effects do not show any explicit

structure and lack statistical relevance. The only exception is the precise estimate of the

effect of the weekly vs. rare sport activity, with a sizeable increase of an 1.61 percentage

points, yet this represents only a minor relative increase of 17.18% in comparison to the

effects seen in the male sample. Taken together, based on the overall results, no substantial

conclusions can be drawn.

Table 2: Average Effects of Sport Activity on the Contact Chances for Males and Females

Males Females

Never Rarely Monthly Weekly Never Rarely Monthly Weekly

Never 2.50 10.67

(0.46) (0.60)

Rarely 0.12 2.62 -1.30 9.37

(0.63) (0.43) (0.88) (0.63)

Monthly 0.86 0.74 3.36 -0.29 1.01 10.38

(0.52) (0.50) (0.26) (0.71) (0.72) (0.40)

Weekly 1.32∗∗∗ 1.20∗∗ 0.46 3.82 0.31 1.61∗∗ 0.60 10.98

(0.50) (0.47) (0.32) (0.19) (0.67) (0.68) (0.45) (0.30)

Note: Effects in % points. Potential outcomes on the diagonal. Standard errors in parentheses. Significance levels

refer to: ∗∗∗ < 0.01, ∗∗ < 0.05, ∗ < 0.1. Color intensity represents the corresponding level sizes.

In general, based on the results of the average effects, we find sizeable and significant

positive effects of a more frequent sport activity, when analyzing the male users, while we

find only weak evidence for such effects for the case of female users. It means that for

men a higher sport frequency substantially increases the probability of getting messaged

by a woman, on average. However, higher sport frequency for women does not seem to

consistently lead on average to considerably higher chances of getting messaged by a man.

5.2 Heterogeneous Effects

While the average effects provide a general measure for the causal effects of sport activ-

ity, a more detailed description of the effect heterogeneity beyond gender, remains unknown.

Therefore, we study the heterogeneous effects in respect to the pre-defined set of variables of

interest, i.e. the group average treatment effects (GATEs), to uncover possibly differential

effects of the sport activity on the contact chances. For the sake of clarity, we focus on the

effects comparing the most distinct cases, namely the weekly sport frequency with no sport
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activity. In this regard, we analyze the effect heterogeneity along age, education and income

of the users, on both the recipient as well as the sender side, together with the mutual user

distance, based on the following considerations. First, these variables have been previously

identified as the main determinants of the partner choice (Hitsch et al., 2010a; Eastwick

et al., 2014) and second, these are also the variables which appear on the main profile sum-

mary. Thus, we expect these variables to have a higher potential to influence the shape

of the effect of the sport activity. Lastly, we investigate the effect heterogeneity based on

the particular recipient’s as well as sender’s sport frequency, which is a natural choice as it

corresponds to the effect on the treated, a classical microeconometric parameter of interest

(compare e.g. Abadie & Cattaneo, 2018). Essentially, the heterogeneity analysis enables us

to investigate if the benefits of the regular sport activity in terms of higher contact chances

vary among specific groups of users. Thus, we shed light on the open questions such as if

potentially the users with higher age, or with lower education and income level enjoy higher

benefits of weekly sport activity than those with lower age, or with higher education and

income level, or vice versa.

In order to test for the presence of heterogeneity along the variables of interest, we

conduct the Wald test of equality of the estimated GATEs. Additionally, we conduct t-tests

for differences of the estimated GATEs from the average effect. Rejection of both tests thus

gives support for the existence of heterogeneity with respect to the particular variable.14

The results of the Wald test suggest heterogeneous effects with regard to the income level

for males, both for the recipient as well as the corresponding sender, however, no evidence

of heterogeneity in case of females. Furthermore, the heterogeneous effects for males are

statistically different from the average effect as well, indicating an explicit pattern, while

none of this is the case for females. The respective income level GATE estimates are depicted

in Figure 2 for the recipient and the sender in the male sample. The corresponding results

for the female sample are presented in Figure 6 in Appendix C.

Concerning the male sample, we observe a clear increasing trend of the GATEs for

increasing levels of income. As such, for a male recipient, the effect of weekly sport activity

in contrast to no sport is greater, the higher the income level of the male recipient himself,

and the higher the income level of the female sender, too. As a result, male users with a

higher income level, benefit from a regular sport activity on a weekly basis in comparison

to no sport, more than male users with a lower income level. This implies that particularly

the wealthy males, who earn more than 100’000 EUR in a year, can increase their contact

chances the most by practicing sport on a weekly basis. In a similar vein, male users having

a potential female partner with high income level, benefit from the higher sport frequency

more than the male users, which have a potential female partner with low income level. This

pattern suggests also that more wealthy female users value the regular sport activity of a

male user more. In addition, not only are these heterogeneous effects statistically relevant,

the substantive relevance is documented, too, as the effect sizes are relatively large. As such,

the magnitudes of the income level GATEs are ranging from 1.06% points to 1.46% points

14Detailed results of the Wald test for equality of the GATEs as well as the tests for differences from the ATE
are listed in Appendix C.
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with respect to the income level of a male recipient, and similarly, from 1.15% points to

1.47% points with respect to the income level of a female sender, in reference to the average

effect of 1.32% points. This implies an increase in the message probability of at least 42.40%

for the low income users, up to an increase of 58.80% for the high income users, respectively.

This results in a 16.40% difference in message probability solely due to the user’s income.

A simple back of the envelope calculation reveals this difference in income levels to amount

to 4 extra messages out of 1000 profile visits.

Figure 2: Heterogeneous Effects of Sport Activity based on Income for Males

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

As opposed to the male sample, we do not find such evidence of heterogeneity, if we

switch the roles of the recipient and the sender (see Figure 6 in Appendix C). As such, even

though we observe a similar increasing pattern for female recipients associated with male

senders, the estimated effects lack statistical relevance.

However, in contrast to the results for income heterogeneity, we find supportive evidence

for heterogeneity for females in terms of the sport activity, while no such evidence is detected

for males. As such, for females, both the Wald test of effect equality as well as the t-tests for

differences from the average effect suggest presence of heterogeneity with respect to the level

of sport frequency of the male sender with a clear increasing pattern, whilst the heterogeneity

with respect to the female recipient lacks the statistical precision. Contrarily, for the male

sample, even though we observe a similar increasing pattern as for the female sample, the

statistical relevance is, however, absent. The corresponding results for the female sample

regarding the sport frequency GATE estimates are presented in Figure 3 for both the female

recipient and the male sender. The respective results for the male sample are depicted in

Figure 7 in Appendix C.

The heterogeneity results with respect to the sport frequency suggest that for a female

user, the effect of a weekly sport activity in contrast to no sport is greater, the higher the

sport frequency of the potential male partner. Thus, females enjoy a higher effect of their

own weekly sport activity, if the sport activity of a potential male partner is on a weekly
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basis as well. This further suggests that sporty male users appreciate sporty female users

more. Nevertheless, despite the clear statistical pattern of the heterogeneity itself, in this

case the overall substantive implications remain rather limited as the effect sizes are only

moderate, ranging from 0.08% points to 0.41% points, given the average effect of 0.31%

points. Additionally, neither for the average effect nor for the respective group effects the

presence of an actual null effect can be ruled out.

Figure 3: Heterogeneous Effects of Sport Activity based on Sport for Females

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

Further results of the Wald tests regarding the remaining heterogeneity variables do

not indicate differential effects at conventional significance levels in terms of age or the

mutual user distance, concerning both males as well as females. Neither do the differences

of the estimated GATEs from the ATE support the evidence for heterogeneous effects.

Furthermore, although the Wald test of equality of GATEs based on the education level

suggests presence of effect heterogeneity, the differences from the average effect are not

statistically relevant and lack an explicit pattern.15

Altogether, based on the GATEs analysis, we conclude to find a supporting evidence,

both statistical as well as substantive, for heterogeneity in terms of the income level for

males and statistical, however, not substantive evidence, in terms of the sport frequency for

females, whereas, we find lack of evidence in general, for heterogeneous effects along the age,

distance and education level for both males and females.

Additionally, in order to gain more insight for the effect heterogeneity, we analyze the

effects on the finest level possible and study the underlying individualized average treatment

effects. Figure 4 provides the distribution of the IATEs for the weekly vs. never comparison,

for both the male as well as the female sample, respectively. In both cases, we observe that

there is indeed substantial heterogeneity in the considered effects as the effect distributions

are noticeably spread out around the mean, i.e. the realized ATE.16 Additionally, we see

15The exhaustive results for the effect heterogeneity analysis can be found in Appendix C.
16Part of the observed variability is also due to estimation uncertainty: the average standard error for the
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that for males, virtually all effects are positive, while for females, about half of the effects

are positive and half are negative. This further substantiates the findings on the aggregated

levels in terms of the GATEs and the ATE.

Figure 4: Distribution of the Individualized Effects of Sport Activity for Males and Females

Note: Distribution of IATEs smoothed with the Epanechnikov kernel using the Silverman’s bandwidth.

To understand these effect distributions more thoroughly, we apply the k-means++ clus-

tering (Arthur & Vassilvitskii, 2006) to provide further descriptive evidence of the depen-

dence of the effects on the heterogeneity variables (see Cockx et al., 2020, for an analogous

approach). For this purpose, we perform the clustering by using the IATEs for the weekly

vs. never comparison to form distinct clusters, which we sort increasingly according to the

mean effect size. We then describe the clusters by the means of the corresponding hetero-

geneity variables, which however, have not been used to form the clusters. Table 3 presents

the clusters for the IATEs of the male and female sample, respectively.

In general, the clustering reveals consistent patterns with the heterogeneity analysis

based on the GATEs. For the male sample, the increasing effects of the sport frequency

along the clusters are associated with an increasing level of income on both the recipient

as well as the sender side. As such, the lowest effects of sport are clearly for the users

with the lowest income level, and vice-versa, the highest effects are evidently for those

users with the highest income level. Complementary to the GATEs analysis, the clustering

additionally reveals similar increasing patterns in terms of education level and the sport

frequency for males. This indicates a further positive relationship, which, however, lacks

statistical relevance within the GATEs analysis. Nonetheless, the clustering does not find

any particularly clear patterns in terms of age or mutual distance, which is consistent with

the GATE estimates.

IATEs is 0.61 for the male and 1.06 for the female sample, respectively.
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In case of the female sample, complementary to the GATEs, the clusters suggest an

increasing effect for higher sport frequency as documented within the GATEs analysis. How-

ever, according to the cluster analysis, this holds true not only for the sender, but also for

the recipient side, for which the statistical evidence in terms of the GATEs is missing. In

a similar vein, the clusters also suggest a relevant heterogeneity with respect to the income

level with an increasing pattern. Furthermore, as for the male clusters, also the female

clusters suggest additionally a positive association of the IATEs with the education level,

however, no apparent indication of heterogeneity for age or mutual distance.

Table 3: Clusters of the Individualized Effects of Sport Activity for Males and Females

Males Females

Clusters 1 2 3 4 5 1 2 3 4 5

IATEs: Weekly vs. Never 0.41 0.88 1.22 1.52 1.85 -1.41 -0.52 0.12 0.71 1.38

Recipient Features

Age 45.77 45.19 44.57 43.80 43.71 33.53 37.07 38.39 38.15 36.90

Education Level 3.51 3.86 4.24 4.58 4.76 3.65 3.74 3.80 3.93 4.05

Income Level 3.69 3.98 4.26 4.57 4.83 2.98 3.16 3.32 3.46 3.53

Sport Frequency 1.85 2.16 2.37 2.46 2.49 1.55 1.92 2.15 2.34 2.43

Sender Features

Age 43.94 43.09 42.37 41.53 41.43 36.33 40.15 41.68 41.46 40.23

Education Level 3.46 3.69 3.96 4.16 4.34 3.74 3.82 3.93 4.06 4.25

Income Level 2.94 3.25 3.52 3.79 4.07 3.51 3.82 3.99 4.10 4.14

Sport Frequency 1.86 2.03 2.16 2.24 2.32 1.91 2.06 2.15 2.27 2.44

Shared Features

Distance 70.39 71.65 70.23 70.16 64.91 64.43 66.22 67.10 66.36 62.97

Observations

Share 0.07 0.18 0.29 0.31 0.15 0.07 0.20 0.29 0.29 0.15

Total 2288 6439 10153 10826 5252 3753 11048 15896 15484 8047

Note: Means of clustered effects sorted in an increasing order, matched with the heterogeneity variables. Color

intensity represents the corresponding effect sizes and highlights the relevant GATEs.

In addition to the GATE analysis, the clusters further allow for a more detailed de-

scription of the IATEs based on the user characteristics, beyond the pre-specified subset of

heterogeneity variables. Notably, the cluster analysis reveals a particular relationship be-

tween the IATEs and the behavior and preferences of the users, both for males and females.

As such, higher IATEs are associated with increasing preference to find the significant other

and to have an intimate relationship, as well as with increasing satisfaction of own appear-

ance. In contrast, lower IATEs are associated with increasing smoking frequency, as well as

increasing preference for media consumption and comfortable dining. These insights pro-

vide not only a better understanding of the specific individualized effects of sport activity

on the contact chances, but might serve as a basis and guidance for a selection of relevant

heterogeneity variables in future research. An overview of the relevant clusters with variable

description is provided in Table 10 in Appendix C.

Overall, the cluster analysis of the IATEs emphasizes the results from the GATEs,

and as such provides additional evidence for the income heterogeneity for males, as well as

the sport heterogeneity for females. Moreover, it reveals further descriptive evidence for

increasing effects based on education level, albeit no particular heterogeneity patterns for
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age or mutual distance. Lastly, it provides valuable insights for additional heterogeneity

channels such as relationship preferences.

5.3 Placebo Test

In our analysis of the effect of sport activity on contact chances, we assume that the

treatment, i.e. the sport frequency is observed once a profile of a recipient has been visited

by a sender. However, as discussed in Section 4.2, the sport frequency might potentially

be entailed in the matching score, which is observable already before the actual profile visit

as part of the shortlist of potential partners suggested by the online dating platform. If

that would be the case, the sport frequency could potentially indirectly influence already

the decision to visit the profile, and not only the decision to send a text message after a

profile visit. However, even under such circumstances, this would not violate the CIA per

se, but rather reduce the size of the estimated effect, which could be then interpreted as

a lower bound of the true underlying effect. In order to examine if such mechanism takes

place in our setting, we conduct a placebo test inspired by Imbens and Wooldridge (2009)

to assess the validity of the CIA by testing for a zero effect on an outcome variable assumed

to be unaffected by the treatment, here the decision to visit the user profile. Accordingly,

we redo our main analysis, while swapping the message outcome for a visit outcome. Thus,

we estimate the average treatment effects of sport frequency on the visit probability, given

the same conditioning set. Therefore, if the sport frequency is, as assumed, not part of the

matching score, its effect on the probability to visit a user profile should be equal to zero.

In order to implement such placebo test, we first need to impute the ’potential’ visits,

as by construction, we only observe the realized visits. For a given user, we consider all

registered user profiles with opposite sex and within a specified distance radius as potential

visits.17 We end up with a sample consisting of 38’552’821 observations, out of which 178’372

represent the actual realized and the rest the imputed potential visits. Analogously as in the

main analysis, we split the sample into a male and a female sample. Furthermore, due to

the computational feasibility and general consistency of the analysis, we randomly draw an

identically sized male and female sample as in the main estimation, such that we replicate

the corresponding sport frequency shares, too.18 A similar approach to impute the potential

visits has been used also in previous studies focusing on online dating platforms (Bruch

et al., 2016).

17We restrict the potential visits to opposite sex as we observe only heterosexual users in our sample. Further-
more, we restrict the distance of potential users due to dimensionality concerns, as the share of the realized
visits would otherwise be almost completely diminished, if unrestricted. Here, we remain rather conservative
and set the potential distance to 95% of the maximum observed distance of an actual realized visit.

18We repeated the random draw several times, while the results remained qualitatively robust.
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Table 4: Average Effects of Sport Activity on the Visit Chances for Males and Females

Males Females

Never Rarely Monthly Weekly Never Rarely Monthly Weekly

Never 0.23 0.66

(0.14) (0.15)

Rarely 0.29 0.52 -0.07 0.59

(0.24) (0.20) (0.22) (0.16)

Monthly 0.08 -0.22 0.31 -0.20 -0.13 0.46

(0.16) (0.22) (0.08) (0.17) (0.17) (0.08)

Weekly 0.18 -0.12 0.10 0.41 -0.08 -0.01 0.12 0.58

(0.15) (0.21) (0.10) (0.06) (0.16) (0.17) (0.10) (0.07)

Note: Effects in % points. Potential outcomes on the diagonal. Standard errors in parentheses. Significance levels

refer to: ∗∗∗ < 0.01, ∗∗ < 0.05, ∗ < 0.1. Color intensity represents the corresponding level sizes.

Table 4 summarizes the ATE results of the Modified Causal Forest estimation for the

placebo test. First of all, we observe that the potential outcomes for both males and females

do not exhibit any particular upward or downward trend as is the case for the main analysis.

Furthermore, for neither the male nor the female sample, we find evidence for statistically

relevant effects. Moreover, the effect sizes and the levels of potential outcomes are an order

of magnitude lower than our main results, being effectively zero in terms of the substantive

relevance. Even though the results of such placebo tests do not completely rule out the

possibility of a presence of an effect on the visit probability, they provide a supportive

evidence that this is, indeed, not the case. Hence, we conclude that our main analysis

estimates the full causal effects of sport activity on the contact chances, rather than only

lower bounds thereof.

6 Discussion

The main objective of this paper was to analyze the effect of sport activity on human

mating. Following this objective, we examined the effect of sport frequency on contact

chances based on a unique dataset from an online dating platform and applying the Modified

Causal Forest estimator (Lechner, 2018). We found that for male users, doing sport on a

weekly basis increases the probability to receive a first message by more than 50% relatively

to not doing sport at all, while for female users, we do not find evidence for such an effect.

In addition, we uncover important effect heterogeneities. In particular, the effect of sport

frequency on contact chances increases with higher income for male, but not for female,

users.

This paper offers notable implications for research and practice. First, this study con-

tributes to the literature on human mating. In particular, we demonstrate that sport activity,

as an essential behavioral trait and pivotal information on online dating platforms, enfolds a

causal effect on contact chances. In turn, this paper overcomes limitations of previous work
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that did not consider or comprehensively map the effect of sport activity on human mating.

Moreover, this paper expands previous work on the effects of sport activity by demonstrat-

ing that sport activity does not only affect physical/mental health and social and economic

conditions, as well-documented by prior research (Strong et al., 2005; Lechner, 2009), but

also one of the most decisive spheres of human existence, that is human mating.

Second, this paper advances empirical approaches for assessing causal effects in large-

dimensional data environments, as applicable, for example, to remote-sensing data. In

particular, this research applies a very flexible estimation procedure, which offers not only

greater flexibility in considering (interrelated effects of) covariates, but also a systematic

analysis of the underlying heterogeneities of the effects on different levels of aggregation

(Lechner, 2018). Thus, this paper may support future research in analyzing human be-

havior in large-dimensional data environments. However, even though the causal machine

learning approach is capable of detecting statistically relevant heterogeneities, it is crucial

to assess also its substantive relevance. Following this notion, the effect heterogeneities

in this research provide different perspectives on practical implications. In particular, the

increasing effect of sport activity on contact chances with higher income for male users is

both statistically justified as well as substantially relevant, leading to the above mentioned

implication. Contrarily, potential implications, resulting from the observation that the effect

of sport frequency on contact chances increases with higher sport frequency for females, are

limited as the particular evidence in our setting is not substantially relevant, even though

it is statistical justified. In addition to the main heterogeneity analysis, the post-estimation

descriptive cluster analysis of the most disaggregated effects provides additional insights for

possible heterogeneity channels, such as the education level or relationship preferences of

the users.

Third, this study may support individuals to increase their chances of finding a mate on

online dating platforms by demonstrating if and to what extent sport activity contributes

to the likelihood to be recognized. In particular, men may benefit from the insights of this

research by being aware that sport on a weekly basis relative to no sport can increase their

probability to receive a first message by more than 50%, or even up to 60% in case of higher

income individuals, while for women the effect of sport activity on the contact chances is not

entirely evident. Thus, this study may incentivise individuals to increase the level of sport

activity, not only because of the well-documented effects on, for example, health (Penedo &

Dahn, 2005), but also for their chances of finding a mate.

Moreover, from a public health perspective, this paper provides empirical reasoning for

justifying and evaluating incentives for public health promotion due to the impact of sport

activities for human partnering, family planning, and reproduction.

Finally, this paper may serve practitioners, namely product developers and software

engineers, as a foundation to improve the architecture of online dating platforms, including

interface designs and matching algorithms. In particular, this study points out the rele-

vance of sport activity for mate evaluation and selection patterns, while considering effect

heterogeneities based on established socio-demographic characteristics at the same time. In

turn, this research may help practitioners to assess humans’ mate evaluation and selection
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in much more detail and, correspondingly, to evaluate improvements of the architecture of

online dating platforms (e.g., customized weighting of sport activity in matching algorithms

or specific placement of information on sport activity on individual profile pages). In a

similar vein, the insights of this research are applicable to engineer architectures of other

platforms with a likewise high degree of interpersonal computer-mediated interaction, for

example, social networks.
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A Descriptive Statistics

Table 5: Descriptive Statistics for the User Sample

Mean SD Min Max

Sport Frequency

Never 0.13 0.34 0.00 1.00

Rarely 0.10 0.31 0.00 1.00

Monthly 0.29 0.45 0.00 1.00

Weekly 0.48 0.50 0.00 1.00

Demographic Features

Gender (=1 if female) 0.48 0.50 0.00 1.00

Age (in years) 40.05 11.41 18.00 82.00

Income Level

Lowest 0.12 0.32 0.00 1.00

Low 0.16 0.37 0.00 1.00

Medium 0.20 0.40 0.00 1.00

High 0.24 0.43 0.00 1.00

Highest 0.22 0.42 0.00 1.00

Highest+ 0.06 0.24 0.00 1.00

Education Level

Lowest 0.00 0.06 0.00 1.00

Low 0.08 0.27 0.00 1.00

Medium 0.37 0.48 0.00 1.00

High 0.16 0.37 0.00 1.00

Highest 0.39 0.49 0.00 1.00

Note: Main variables describing the population displayed.

Figure 5: Distribution of the Distance between Users
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Table 6: Descriptive Statistics by Sport Frequency for Female Sample

Never Rarely Monthly Weekly Total

Outcome

First Message 0.11 0.10 0.10 0.11 0.11

Recipient Features

Age 35.49 37.65 37.84 37.83 37.53

Income Level

Lowest 0.20 0.20 0.10 0.07 0.10

Low 0.28 0.23 0.19 0.14 0.18

Medium 0.28 0.25 0.23 0.22 0.23

High 0.17 0.21 0.27 0.33 0.28

Highest 0.05 0.11 0.18 0.21 0.18

Highest+ 0.01 0.01 0.03 0.04 0.03

Education Level

Lowest 0.00 0.00 0.00 0.00 0.00

Low 0.08 0.06 0.02 0.02 0.03

Medium 0.61 0.52 0.41 0.36 0.42

High 0.20 0.21 0.21 0.22 0.21

Highest 0.11 0.21 0.35 0.41 0.33

Sender Features

Age 38.57 40.80 41.11 41.07 40.75

Income Level

Lowest 0.09 0.07 0.05 0.04 0.05

Low 0.16 0.13 0.09 0.07 0.09

Medium 0.23 0.21 0.17 0.16 0.18

High 0.26 0.26 0.27 0.27 0.27

Highest 0.21 0.26 0.32 0.35 0.32

Highest+ 0.04 0.07 0.10 0.11 0.09

Education Level

Lowest 0.00 0.00 0.00 0.00 0.00

Low 0.11 0.10 0.07 0.05 0.06

Medium 0.47 0.41 0.32 0.28 0.33

High 0.14 0.14 0.16 0.17 0.16

Highest 0.28 0.35 0.45 0.50 0.44

Sport Frequency

Never 0.16 0.14 0.11 0.09 0.11

Rarely 0.13 0.12 0.10 0.09 0.10

Monthly 0.29 0.30 0.31 0.28 0.29

Weekly 0.42 0.44 0.49 0.55 0.50

Observations

Total Share 0.12 0.09 0.29 0.49 1.00

Total Observations 13’408 98’33 31’801 53’414 108’456

Note: Means of variables displayed in all columns.
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Table 7: Descriptive Statistics by Sport Frequency for Male Sample

Never Rarely Monthly Weekly Total

Outcome

First Message 0.02 0.03 0.03 0.04 0.04

Recipient Features

Age 44.88 46.21 45.56 43.43 44.37

Income Level

Lowest 0.06 0.03 0.02 0.02 0.02

Low 0.15 0.08 0.05 0.04 0.05

Medium 0.21 0.19 0.14 0.12 0.14

High 0.22 0.32 0.27 0.25 0.26

Highest 0.30 0.30 0.41 0.42 0.40

Highest+ 0.05 0.07 0.11 0.15 0.13

Education Level

Lowest 0.00 0.01 0.00 0.00 0.00

Low 0.11 0.07 0.03 0.02 0.03

Medium 0.37 0.36 0.24 0.17 0.22

High 0.15 0.20 0.15 0.15 0.16

Highest 0.37 0.37 0.58 0.66 0.59

Sender Features

Age 43.15 44.20 43.37 41.19 42.19

Income Level

Lowest 0.13 0.09 0.07 0.06 0.07

Low 0.20 0.18 0.13 0.11 0.13

Medium 0.25 0.25 0.23 0.22 0.23

High 0.26 0.29 0.31 0.33 0.32

Highest 0.14 0.16 0.21 0.23 0.21

Highest+ 0.03 0.03 0.04 0.04 0.04

Education Level

Lowest 0.00 0.00 0.00 0.00 0.00

Low 0.05 0.04 0.03 0.02 0.02

Medium 0.48 0.47 0.39 0.33 0.37

High 0.18 0.20 0.19 0.18 0.19

Highest 0.28 0.29 0.40 0.47 0.42

Sport Frequency

Never 0.18 0.16 0.12 0.10 0.12

Rarely 0.12 0.11 0.10 0.09 0.09

Monthly 0.30 0.30 0.31 0.30 0.30

Weekly 0.40 0.44 0.47 0.52 0.49

Observations

Total Share 0.07 0.08 0.29 0.56 1.00

Total Observations 4’690 5’827 19’970 39’429 69’916

Note: Means of variables displayed in all columns.
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B Online Dating Platform

B.1 Valid User Interactions

In our analysis, we restrict ourselves to one-way user interactions. These interactions

are always initiated by a visit from the sender, which is invisible to the recipient. The visit is

then immediately followed by either a visible action from the sender, or possibly no further

action at all. However, in both cases a visible reply of the recipient to this initial action by

the sender is not permitted. In that sense, we retain only one-way interactions such that

the sender was visibly or invisibly active, while the recipient stayed visibly passive. Hence,

we do not allow for any visible reciprocal interaction between the sender and the recipient.

For instance, a sender visit followed by a sender message is a valid interaction. Also,

two successive sender visits followed by a message is a valid interaction. A single sender

visit is valid interaction, too. Further notice, that a sender visit followed by a recipient visit

and afterwards a sender message is a valid interaction as well, as the sender has not seen the

recipient’s visit. However, a sender visit and sender like followed by a recipient visit and like

back inducing a sender message is not a valid interaction anymore as the sender message

has already been provoked by the recipient. Hence, we always restrict the interactions until

the point a possible reciprocal interaction taking place.

C Additional Results

C.1 Heterogeneous Effects

Table 8: Wald Tests for Equality of Group Effects for Males and Females

GATEs: Weekly vs. Never Males Females

Wald Test χ2 p-Value χ2 p-Value

Recipient Features

Age 23.56 37.08 13.17 96.32

Education Level 14.03 0.72 7.63 10.62

Income Level 22.67 0.04 1.79 87.72

Sport Frequency 9.15 2.74 3.43 32.94

Sender Features

Age 32.18 7.45 24.18 50.90

Education Level 20.40 0.04 9.75 4.49

Income Level 17.33 0.39 6.49 26.13

Sport Frequency 6.55 8.76 4.41 0.24

Shared Features

Distance 23.01 40.12 13.59 96.84

Note: Wald tests of Equality of the GATEs. p-Values in %.
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Table 9: Tests for Differences of GATEs to ATE for Males and Females

GATEs: Weekly vs. Never Males Females

t-Test Group ∆ SE p-Value Group ∆ SE p-Value

Recipient Features

Age 23.50 -0.02 0.08 80.04 21.00 -0.09 0.27 75.02

30.00 0.02 0.07 83.72 25.00 -0.12 0.23 59.96

31.50 0.06 0.07 40.97 26.50 0.01 0.21 95.03

33.00 0.04 0.07 56.74 27.50 -0.10 0.14 48.40

34.50 0.05 0.06 45.19 28.50 -0.09 0.13 49.29

35.50 0.03 0.09 76.92 29.50 -0.07 0.09 47.27

36.50 0.06 0.08 49.74 30.50 -0.04 0.10 66.35

37.50 -0.01 0.04 83.13 31.50 0.14 0.12 22.45

39.00 0.04 0.05 40.91 32.50 -0.01 0.09 88.68

40.50 0.03 0.06 60.45 33.50 0.13 0.10 17.17

42.50 -0.02 0.03 40.11 34.50 0.06 0.06 36.87

45.00 -0.05 0.04 14.49 35.50 0.07 0.09 45.64

46.50 -0.01 0.05 76.75 36.50 0.07 0.06 26.29

48.00 -0.00 0.05 91.87 37.50 0.12 0.07 9.96

49.50 0.02 0.05 74.89 38.50 0.03 0.08 69.35

50.50 0.01 0.06 82.71 40.00 0.01 0.08 93.72

51.50 0.00 0.06 94.83 42.00 -0.05 0.11 67.89

52.50 -0.05 0.07 44.77 43.50 -0.09 0.13 48.02

54.00 0.02 0.07 72.17 45.00 0.07 0.11 51.04

55.50 -0.06 0.07 41.80 46.50 0.06 0.12 62.45

57.00 -0.02 0.10 84.60 48.00 0.03 0.12 80.54

59.50 -0.07 0.12 54.40 49.50 0.02 0.14 89.29

71.50 -0.09 0.13 52.15 51.00 -0.02 0.14 88.52

53.50 -0.05 0.15 75.73

67.00 -0.03 0.16 87.07

Education Level Lowest -0.15 0.11 17.30 Lowest 0.11 0.29 70.80

Low -0.42 0.19 2.36 Low -0.22 0.20 27.04

Medium -0.27 0.15 7.51 Medium -0.10 0.07 19.95

High 0.03 0.02 15.84 High 0.04 0.04 30.37

Highest 0.09 0.05 9.19 Highest 0.09 0.10 35.32

Income Level Lowest -0.19 0.09 3.62 Lowest -0.15 0.26 56.30

Low -0.26 0.09 0.47 Low -0.11 0.12 33.82

Medium -0.16 0.07 1.83 Medium -0.00 0.04 95.63

High -0.03 0.02 13.33 High 0.04 0.06 51.80

Highest 0.06 0.03 3.07 Highest 0.08 0.10 41.01

Highest+ 0.14 0.08 6.43 Highest+ 0.09 0.13 51.46

Sport Frequency Never -0.24 0.12 5.62 Never -0.42 0.39 28.34

Rarely -0.16 0.10 14.20 Rarely -0.30 0.27 26.33

Monthly -0.05 0.05 34.31 Monthly -0.16 0.16 33.56

Weekly 0.03 0.02 26.99 Weekly 0.09 0.09 30.43

Sender Features

Age 22.50 -0.03 0.09 76.98 22.00 -0.16 0.29 58.20

28.00 0.02 0.07 75.51 27.00 -0.08 0.22 71.84

29.50 0.05 0.08 55.52 28.50 -0.14 0.17 40.21

30.50 0.06 0.08 43.37 29.50 -0.14 0.15 36.84

32.00 0.05 0.08 50.57 30.50 -0.01 0.11 90.90

33.50 0.02 0.08 78.09 31.50 -0.04 0.12 72.55

34.50 0.06 0.07 43.61 32.50 -0.03 0.09 73.61

35.50 0.00 0.05 94.99 33.50 0.03 0.08 66.48

36.50 0.04 0.06 48.48 34.50 0.02 0.07 82.77

38.00 0.03 0.03 34.29 35.50 0.09 0.07 17.47

40.00 -0.02 0.03 36.95 36.50 0.16 0.08 4.37

continued on next page
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t-Test Group ∆ SE p-Value Group ∆ SE p-Value

42.00 -0.00 0.03 96.81 37.50 0.06 0.05 28.04

44.00 -0.07 0.05 12.42 38.50 0.06 0.06 34.36

45.50 -0.00 0.04 89.46 40.00 0.10 0.06 8.29

47.00 -0.01 0.05 77.00 41.50 0.01 0.07 87.26

48.50 -0.00 0.05 98.54 43.00 0.05 0.07 52.76

49.50 0.03 0.06 63.18 44.50 0.00 0.08 95.30

50.50 0.02 0.06 74.85 46.00 0.04 0.09 69.01

51.50 0.00 0.07 95.22 47.50 -0.01 0.11 95.12

53.00 -0.01 0.08 93.70 48.50 0.07 0.11 48.48

55.00 -0.09 0.10 36.01 50.00 0.01 0.12 91.68

57.50 -0.07 0.11 50.78 51.50 -0.10 0.13 46.68

68.50 -0.09 0.14 52.80 53.00 0.02 0.12 88.61

55.00 0.01 0.13 91.37

57.50 0.02 0.15 87.36

70.50 -0.05 0.16 73.96

Education Level Lowest 0.09 0.10 36.18 Lowest 0.04 0.15 75.74

Low -0.39 0.16 1.36 Low -0.22 0.15 13.95

Medium -0.10 0.06 8.91 Medium -0.12 0.08 15.74

High 0.00 0.02 91.15 High -0.01 0.03 62.60

Highest 0.09 0.07 16.89 Highest 0.10 0.06 8.18

Income Level Lowest -0.17 0.08 3.20 Lowest -0.14 0.19 46.40

Low -0.14 0.06 2.89 Low -0.15 0.16 35.62

Medium -0.05 0.02 0.91 Medium -0.04 0.07 58.00

High 0.02 0.02 22.64 High -0.05 0.02 4.74

Highest 0.12 0.04 0.74 Highest 0.07 0.06 28.41

Highest+ 0.15 0.06 1.22 Highest+ 0.16 0.11 12.86

Sport Frequency Never -0.10 0.06 10.27 Never -0.24 0.09 1.17

Rarely -0.05 0.04 22.08 Rarely -0.14 0.06 1.00

Monthly -0.00 0.01 64.62 Monthly -0.05 0.02 2.98

Weekly 0.03 0.02 8.75 Weekly 0.10 0.03 0.12

Shared Features

Distance 1.57 0.00 0.20 99.86 1.45 0.03 0.11 79.53

4.60 0.03 0.20 86.16 4.26 0.01 0.11 89.61

7.79 0.04 0.15 79.16 7.09 -0.02 0.11 88.02

12.00 0.01 0.08 87.52 10.38 0.05 0.07 48.18

16.69 0.00 0.04 92.73 14.24 0.03 0.06 58.33

21.58 0.01 0.03 72.92 18.09 0.06 0.05 19.38

26.98 0.00 0.02 83.19 22.23 0.01 0.04 85.48

32.37 -0.01 0.02 62.77 26.85 0.02 0.03 63.64

37.99 0.00 0.03 92.04 31.26 0.02 0.03 55.16

43.78 0.01 0.03 72.41 35.62 -0.04 0.03 15.40

49.55 -0.00 0.04 99.40 40.15 -0.03 0.03 35.87

56.12 0.00 0.03 87.98 44.60 -0.03 0.04 50.06

63.60 -0.02 0.04 58.70 49.10 -0.04 0.03 24.65

71.36 0.01 0.04 72.91 54.62 -0.00 0.03 96.65

79.30 0.00 0.04 98.34 61.12 -0.03 0.04 38.27

87.72 -0.02 0.04 70.56 67.78 -0.02 0.03 55.05

96.77 -0.02 0.04 61.96 74.76 -0.02 0.04 62.73

108.00 -0.04 0.04 39.33 82.10 0.02 0.04 58.04

121.75 -0.01 0.04 74.22 89.77 0.01 0.05 84.55

136.80 -0.00 0.04 90.50 97.78 -0.00 0.04 99.96

153.36 0.02 0.03 64.38 107.76 -0.01 0.05 86.38

173.89 -0.02 0.04 67.71 120.60 -0.03 0.05 60.48

203.71 -0.02 0.04 64.58 134.74 -0.00 0.05 99.07

149.88 0.02 0.06 75.90

170.12 -0.01 0.05 92.23

202.07 -0.02 0.06 78.49

Note: t-tests for Differences of the GATEs from the ATE. ∆ in % points. p-Values in %.
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Figure 6: Heterogeneous Effects of Sport Activity based on Income for Females

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

Figure 7: Heterogeneous Effects of Sport Activity based on Sport for Males

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.
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Figure 8: Heterogeneous Effects of Sport Activity based on Age for Males

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

Figure 9: Heterogeneous Effects of Sport Activity based on Age for Females

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.
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Figure 10: Heterogeneous Effects of Sport Activity based on Education for Males

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

Figure 11: Heterogeneous Effects of Sport Activity based on Education for Females

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.
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Figure 12: Heterogeneous Effects of Sport Activity based on Distance

Note: Effects in % points as GATE deviations from the ATE (zero dotted line) with 90% confidence intervals.

C.2 Clustering Analysis

Table 10: Descriptive Clusters of IATEs based on the k-means++ Clustering

Code Males Females

Clusters 1 2 3 4 5 1 2 3 4 5

IATEs: Weekly vs. Never 0.41 0.88 1.22 1.52 1.85 -1.41 -0.52 0.12 0.71 1.38

Recipient Features

5 Smoking Frequency 1.30 0.85 0.32 0.10 0.03 0.50 0.47 0.45 0.37 0.29

14 Relevance of Sexuality 0.38 0.44 0.47 0.49 0.52 0.21 0.27 0.31 0.32 0.31

108 TV in Leisure Time 0.27 0.26 0.25 0.25 0.28 0.32 0.27 0.21 0.15 0.11

223 Radio/TV at Home 0.62 0.62 0.60 0.59 0.60 0.73 0.68 0.65 0.64 0.67

284 Appearance Satisfaction 0.18 0.19 0.20 0.21 0.22 0.11 0.16 0.18 0.20 0.21

292 Importance of Sexuality 0.29 0.33 0.36 0.38 0.40 0.21 0.24 0.28 0.29 0.30

303 Comfortable Dining 0.67 0.63 0.57 0.55 0.55 0.73 0.66 0.60 0.57 0.58

324 Wish Significant Other 0.27 0.28 0.29 0.32 0.33 0.26 0.26 0.26 0.27 0.30

Sender Features

5 Smoking Frequency 0.69 0.52 0.36 0.31 0.27 0.48 0.50 0.49 0.42 0.32

14 Relevance of Sexuality 0.24 0.28 0.29 0.33 0.40 0.35 0.40 0.44 0.45 0.46

108 TV in Leisure Time 0.23 0.21 0.20 0.19 0.17 0.29 0.30 0.29 0.27 0.24

223 Radio/TV at Home 0.65 0.61 0.60 0.58 0.55 0.67 0.66 0.64 0.63 0.61

284 Appearance Satisfaction 0.18 0.17 0.17 0.19 0.22 0.12 0.16 0.17 0.19 0.23

292 Importance of Sexuality 0.21 0.24 0.23 0.25 0.28 0.29 0.32 0.33 0.35 0.38

303 Comfortable Dining 0.68 0.65 0.60 0.56 0.54 0.63 0.62 0.60 0.58 0.54

324 Wish Significant Other 0.23 0.23 0.25 0.25 0.27 0.28 0.29 0.31 0.32 0.35

Observations

Share 0.07 0.18 0.29 0.31 0.15 0.07 0.20 0.29 0.29 0.15

Total 2288 6439 10153 10826 5252 3753 11048 15896 15484 8047

Note: Means of clustered effects sorted in an increasing order, matched with selected user characteristics. Variable codes

refer to the exact questions from the registration questionnaire presented in Table 11.
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D Online Appendix

D.1 Registration Questionnaire and Descriptive Statistics

Table 11: Summary of the Registration Questionnaire and the Descriptive Statistics

Code Mean SD Min Max Question Coding Answer

No. 1 0.48 0.50 0.00 1.00 Gender. Dummy Female

No. 2 40.05 11.41 18.00 82.00 Age (in years). Ordered

No. 3 3.47 1.45 1.00 6.00 Gross annual income (EUR). Ordered Lowest income level ( 15,000 Euro)

Ordered Low income level (15,000 – 25,000

Euro)

Ordered Medium income level (25,000 –

35,000 Euro)

Ordered High income level (35,000 – 50,000

Euro)

Ordered Highest income level (50,000 –

100,000 Euro)

Ordered Highest income level (plus) (above

100,000 Euro)

No. 4 3.86 1.04 1.00 5.00 Education. Ordered Lowest education level (Lower

Completion)

Ordered Low education level (Graduation)

continued on next page
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Code Mean SD Min Max Question Coding Answer

Ordered Medium education level

(Commercial- / Technical School

Diploma)

Ordered High education level (High School)

Ordered Highest education level (Com-

pleted Studies)

No. 5 0.47 0.75 0.00 2.00 Smoking. Ordered No

Ordered Sometimes

Ordered Yes

No. 6 174.95 9.23 133.00 208.00 Body height (in cm). Ordered

No. 7 0.61 0.49 0.00 1.00 Family status. Unordered Single.

0.13 0.34 0.00 1.00 Unordered Separated.

0.21 0.40 0.00 1.00 Unordered Divorced.

0.05 0.21 0.00 1.00 Unordered Widowed.

No. 8 0.70 1.04 0.00 30.00 Number of children. Ordered

No. 9 0.27 0.68 0.00 30.00 Number of children in own house-

hold.

Ordered

No. 10 0.46 0.50 0.00 1.00

Desire to have children.

Unordered No information.

0.05 0.23 0.00 1.00 Unordered No.

0.45 0.50 0.00 1.00 Unordered Irrelevant.

0.03 0.17 0.00 1.00 Unordered Yes.

continued on next page



43

Code Mean SD Min Max Question Coding Answer

No. 11 0.38 0.49 0.00 1.00 Apart from love and affection,

what are the main reasons for your

desire for partnership? A maxi-

mum of 3 answers is possible.

Dummy Life is easier to master when there

are two of you.

No. 12 0.48 0.50 0.00 1.00 Dummy A partner would give me emotional

comfort.

No. 13 0.41 0.49 0.00 1.00 Dummy I need someone I trust completely.

No. 14 0.34 0.47 0.00 1.00 Dummy I want to live regular sexuality.

No. 15 0.45 0.50 0.00 1.00 Dummy I would like to spend much of my

free time together with a partner.

No. 16 0.30 0.46 0.00 1.00 Dummy I do not want to grow old alone.

No. 17 0.11 0.31 0.00 1.00 Dummy A partnership offers more security

in every respect.

No. 18 0.03 0.18 0.00 1.00 Which statement should apply

most to your preferred partner?

Dummy We fit together based on our exter-

nal appearance.

No. 19 0.42 0.49 0.00 1.00 Dummy We both have the same interests.

No. 20 0.55 0.50 0.00 1.00 Dummy He / she has a strong appeal to me.

No. 21 0.19 0.40 0.00 1.00 What would you be most inter-

ested in if you found someone at-

tractive? Exact two answers re-

quired.

Dummy What he / she does professionally.

No. 22 0.16 0.37 0.00 1.00 Dummy Whether he / she lives in secure

financial circumstances.

No. 23 0.30 0.46 0.00 1.00 Dummy Health and vitality.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 24 0.79 0.41 0.00 1.00 Dummy Warm-heartedness.

No. 25 0.55 0.50 0.00 1.00 Dummy The external appearance.

No. 26 0.32 0.47 0.00 1.00 Suppose you and your partner

are invited to a wedding party of

friends. You are just getting ready.

Just as you know yourself: Which

thoughts are going through your

mind most likely?

Dummy Whether we make a good impres-

sion.

No. 27 0.27 0.44 0.00 1.00 Dummy Whether what we bring along is

appropriate.

No. 28 0.19 0.39 0.00 1.00 Dummy Whether there are not too many

people, I do not know.

No. 29 0.23 0.42 0.00 1.00 Dummy I am starting to realize once again

that dress codes are not for me.

No. 30 0.30 0.46 0.00 1.00 Why do you think you have not yet

found the right partner?

Dummy I am very demanding with respect

to the future partner.

No. 31 0.17 0.37 0.00 1.00 Dummy I simply was not ready yet.

No. 32 0.18 0.38 0.00 1.00 Dummy I am too shy or too inhibited.

No. 33 0.10 0.29 0.00 1.00 Dummy I probably had too little time or

opportunities to make more deep

contacts.

No. 34 0.26 0.44 0.00 1.00 Dummy I have closed myself too much in

the past for some reason.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 35 0.47 0.50 0.00 1.00 If you really liked a book or mag-

azine article, would you like your

partner to read it too?

Dummy Yes, I would have more pleasure

with it.

No. 36 0.53 0.50 0.00 1.00 Dummy I do not care.

No. 37 0.84 0.37 0.00 1.00 Suppose you live together with

your partner in a two-room apart-

ment. How would you furnish the

apartment?

Dummy In any case a shared bedroom.

No. 38 0.16 0.37 0.00 1.00 Dummy Everyone should have an own

room, but at least one of them

should have space for shared

nights.

No. 39 0.47 0.50 0.00 1.00 How do you react to lovesickness? Dummy I lose the joy of eating.

No. 40 0.12 0.32 0.00 1.00 Dummy I eat more.

No. 41 0.41 0.49 0.00 1.00 Dummy Neither nor.

No. 42 0.68 0.46 0.00 1.00 Which statement about sexual loy-

alty in the partnership comes clos-

est to your attitude?

Dummy Absolute loyalty without excep-

tion!

No. 43 0.18 0.39 0.00 1.00 Dummy It is important to always strive to

be loyal.

No. 44 0.04 0.20 0.00 1.00 Dummy To be loyal in the heart is much

more important than physical loy-

alty.

No. 45 0.05 0.22 0.00 1.00 Dummy Especially in a long partnership a

gaffe can happen.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 46 0.04 0.20 0.00 1.00 Dummy To demand absolute loyalty is pos-

sessive thinking.

No. 47 0.34 0.47 0.00 1.00 What is your idea of the external

form of a marriage?

Dummy In any case some kind of ritual, like

a church wedding can be.

No. 48 0.09 0.29 0.00 1.00 Dummy A legally binding contract is suffi-

cient for me.

No. 49 0.29 0.45 0.00 1.00 Dummy Nothing special, I would fully

agree with the wishes of my part-

ner in that case.

No. 50 0.28 0.45 0.00 1.00 Dummy I have no concept of it.

No. 51 0.03 0.18 0.00 1.00 Which terms describe characteris-

tics that you would like the other

person to appreciate in you? A

maximum of 5 answers is possible.

Dummy Seriously.

No. 52 0.06 0.23 0.00 1.00 Dummy Cheerful.

No. 53 0.53 0.50 0.00 1.00 Dummy Humorous.

No. 54 0.24 0.42 0.00 1.00 Dummy Uncomplicated.

No. 55 0.26 0.44 0.00 1.00 Dummy Naturally.

No. 56 0.11 0.31 0.00 1.00 Dummy Justice-loving.

No. 57 0.07 0.25 0.00 1.00 Dummy Adaptable.

No. 58 0.30 0.46 0.00 1.00 Dummy Sensitive.

No. 59 0.28 0.45 0.00 1.00 Dummy Tender.

No. 60 0.08 0.27 0.00 1.00 Dummy Spirited.

No. 61 0.04 0.19 0.00 1.00 Dummy Restrained.

No. 62 0.01 0.11 0.00 1.00 Dummy Frugal.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 63 0.06 0.23 0.00 1.00 Dummy Domesticated.

No. 64 0.13 0.34 0.00 1.00 Dummy Close to nature.

No. 65 0.17 0.37 0.00 1.00 Dummy Optimistic.

No. 66 0.05 0.22 0.00 1.00 Dummy Capable.

No. 67 0.17 0.37 0.00 1.00 Dummy Fond of children.

No. 68 0.13 0.33 0.00 1.00 Dummy Strong of character.

No. 69 0.11 0.32 0.00 1.00 Dummy Handsome.

No. 70 0.30 0.46 0.00 1.00 Dummy Warm-hearted.

No. 71 0.15 0.36 0.00 1.00 Dummy Educated.

No. 72 0.07 0.26 0.00 1.00 Dummy Value-conscious.

No. 73 0.08 0.28 0.00 1.00 Dummy Good manners.

No. 74 0.05 0.23 0.00 1.00 Dummy Thoughtful.

No. 75 0.09 0.28 0.00 1.00 Dummy Independent.

No. 76 0.11 0.32 0.00 1.00 Dummy Tolerant.

No. 77 0.14 0.34 0.00 1.00 Dummy Spontaneous.

No. 78 0.15 0.36 0.00 1.00 Dummy Self-confident.

No. 79 0.07 0.26 0.00 1.00 Dummy Imaginative.

No. 80 0.03 0.16 0.00 1.00 Dummy Career conscious.

No. 81 0.41 0.49 0.00 1.00 Dummy Reliable.

No. 82 0.09 0.29 0.00 1.00 Dummy Calm.

No. 83 0.18 0.38 0.00 1.00 Dummy Sympathetic.

No. 84 0.25 0.43 0.00 1.00 What do you think people who

know you well are most likely to

think about you? Exact two an-

swers required.

Dummy Is ready for any fun.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 85 0.23 0.42 0.00 1.00 Dummy Gets the bright side out of life.

No. 86 0.26 0.44 0.00 1.00 Dummy Thinks a lot and seriously about

life.

No. 87 0.21 0.41 0.00 1.00 Dummy Is always in a good mood and

happy.

No. 88 0.11 0.31 0.00 1.00 Dummy A little dreamy.

No. 89 0.33 0.47 0.00 1.00 Dummy Approaches the problem objec-

tively and deliberately.

No. 90 0.29 0.46 0.00 1.00 Dummy Finds a good solution even in un-

pleasant situations for herself /

himself.

No. 91 0.19 0.40 0.00 1.00 Dummy Nothing can upset her / him.

No. 92 0.13 0.34 0.00 1.00 Dummy Takes lively part in everything.

No. 93 0.29 0.45 0.00 1.00 What seems most important to

you in a partnership? Exact two

answers required.

Dummy Give each other plenty of space.

No. 94 0.65 0.48 0.00 1.00 Dummy To coordinate the wishes of the in-

dividual with each other.

No. 95 0.38 0.49 0.00 1.00 Dummy Do not always weigh everything on

the gold scale.

No. 96 0.16 0.37 0.00 1.00 Dummy Steer life in a calmer direction.

No. 97 0.30 0.46 0.00 1.00 Dummy Also let five be straight sometimes.

No. 98 0.15 0.36 0.00 1.00 Dummy Taking completely new paths.

No. 99 0.08 0.27 0.00 1.00 Dummy Preserving the tried and tested.

continued on next page
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Code Mean SD Min Max Question Coding Answer

No. 100 0.23 0.42 0.00 1.00 Imagine family and friends: What

reaction would you attach partic-

ular importance to when it comes

to your choice of your partner?

Dummy I would value that my family

agrees with my choice of partner.

No. 101 0.31 0.46 0.00 1.00 Dummy That my friends are happy about

my choice of partner.

No. 102 0.24 0.43 0.00 1.00 Dummy I do not care what families or

friends think of my choice of part-

ner.

No. 103 0.22 0.41 0.00 1.00 Dummy I would value that my partner’s

family likes me.

No. 104 0.22 0.41 0.00 1.00 Do you drink alcohol? Dummy Yes, for example at meals, in soci-

ety, for relaxation.

No. 105 0.68 0.47 0.00 1.00 Dummy Occasionally.

No. 106 0.10 0.30 0.00 1.00 Dummy No.

No. 107 0.32 0.47 0.00 1.00 What do you like to do in your

leisure time? A maximum of 3 an-

swers is possible.

Dummy Reading.

No. 108 0.25 0.43 0.00 1.00 Dummy Watching TV.

No. 109 0.43 0.50 0.00 1.00 Dummy Relaxing.

No. 110 0.66 0.47 0.00 1.00 Dummy Going out.

No. 111 0.30 0.46 0.00 1.00 Dummy Cinema.

No. 112 0.58 0.49 0.00 1.00 Dummy Pursuing my hobbies.

No. 113 0.12 0.33 0.00 1.00 Dummy Playing in convivial gatherings.
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No. 114 0.42 0.49 0.00 1.00 What is your favorite way to spend

your leisure time?

Dummy At home—or I visit a friend.

No. 115 0.32 0.47 0.00 1.00 Dummy In the free nature.

No. 116 0.26 0.44 0.00 1.00 Dummy In convivial gatherings.

No. 117 0.26 0.44 0.00 1.00 Do you like cooking? Dummy Yes, I really enjoy cooking.

No. 118 0.39 0.49 0.00 1.00 Dummy Yes, very much.

No. 119 0.13 0.33 0.00 1.00 Dummy I only cook when I have to.

No. 120 0.10 0.30 0.00 1.00 Dummy I only like to cook when I want to

host visitors.

No. 121 0.12 0.33 0.00 1.00 Dummy I cannot cook well.

No. 122 0.02 0.15 0.00 1.00 What special interests / hobbies do

you have? A maximum of 6 an-

swers is possible.

Dummy Theater.

No. 123 0.55 0.50 0.00 1.00 Dummy Photography.

No. 124 0.10 0.30 0.00 1.00 Dummy Film / Video.

No. 125 0.04 0.20 0.00 1.00 Dummy Literature.

No. 126 0.06 0.23 0.00 1.00 Dummy Art.

No. 127 0.04 0.20 0.00 1.00 Dummy Music.

No. 128 0.07 0.26 0.00 1.00 Dummy Cooking.

No. 129 0.16 0.37 0.00 1.00 Dummy Cinema.

No. 130 0.13 0.34 0.00 1.00 Dummy Architecture.

No. 131 0.08 0.27 0.00 1.00 Dummy History.

No. 132 0.00 0.06 0.00 1.00 Dummy Carpentry / crafts.

No. 133 0.13 0.34 0.00 1.00 Dummy Pottery.

No. 134 0.25 0.43 0.00 1.00 Dummy Handworks.
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No. 135 0.02 0.14 0.00 1.00 Dummy Collecting.

No. 136 0.17 0.37 0.00 1.00 What kind of music do you like

to listen to? Multiple answers are

possible.

Dummy Musicals / Operettas.

No. 137 0.09 0.29 0.00 1.00 Dummy Operas.

No. 138 0.17 0.37 0.00 1.00 Dummy Symphony concerts.

No. 139 0.05 0.21 0.00 1.00 Dummy Chamber music.

No. 140 0.04 0.18 0.00 1.00 Dummy Folk Music.

No. 141 0.22 0.41 0.00 1.00 Dummy Schlager.

No. 142 0.11 0.31 0.00 1.00 Dummy Chansons / Songs.

No. 143 0.03 0.17 0.00 1.00 Dummy Ethno.

No. 144 0.25 0.43 0.00 1.00 Dummy Jazz.

No. 145 0.82 0.38 0.00 1.00 Dummy Rock.

No. 146 0.24 0.43 0.00 1.00 Dummy Metal / Hard Rock.

No. 147 0.17 0.38 0.00 1.00 Dummy Reggae.

No. 148 0.26 0.44 0.00 1.00 Dummy Rap.

No. 149 0.35 0.48 0.00 1.00 Dummy Dance.

No. 150 0.30 0.46 0.00 1.00 Dummy House.

No. 151 0.00 0.01 0.00 1.00 Dummy Other

No. 152 0.78 0.41 0.00 1.00 Do you play an instrument? Dummy No.

No. 153 0.22 0.41 0.00 1.00 Dummy Yes.

No. 154 0.51 0.50 0.00 1.00 What is your favorite form of hol-

iday? Multiple answers are possi-

ble.

Dummy Sun and beach.
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No. 155 0.10 0.30 0.00 1.00 Dummy Study trips.

No. 156 0.04 0.19 0.00 1.00 Dummy Meditation.

No. 157 0.13 0.34 0.00 1.00 Dummy Boat trips.

No. 158 0.17 0.38 0.00 1.00 Dummy At home.

No. 159 0.54 0.50 0.00 1.00 Dummy Cities, culture and art.

No. 160 0.49 0.50 0.00 1.00 Dummy Relaxation holidays.

No. 161 0.70 0.46 0.00 1.00 Dummy At the sea.

No. 162 0.38 0.48 0.00 1.00 Dummy In the mountains.

No. 163 0.17 0.38 0.00 1.00 Dummy Camping.

No. 164 0.25 0.43 0.00 1.00 Dummy Adventure holidays.

No. 165 0.27 0.45 0.00 1.00 Dummy Beauty / wellness holidays.

No. 166 0.06 0.24 0.00 1.00 Dummy Group tours.

No. 167 0.10 0.29 0.00 1.00 How do you plan your holiday? Dummy As little as possible: I prefer to

drive into the blue.

No. 168 0.41 0.49 0.00 1.00 Dummy I plan and organize my holiday

carefully and early.

No. 169 0.49 0.50 0.00 1.00 Dummy Once the date and destination are

fixed, I like to leave everything else

to the moment.

No. 170 0.83 0.37 0.00 1.00 Do you like to take longer walks? Dummy Yes.

No. 171 0.17 0.37 0.00 1.00 Dummy No.

No. 172 0.00 0.02 0.00 1.00 How do you proceed when you

have private plans?

Dummy I am proceeding fairly systemati-

cally.

No. 173 0.00 0.01 0.00 1.00 Dummy I think it will work out somehow.
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No. 174 0.47 0.50 0.00 1.00 Do you usually feel more comfort-

able at home than in society?

Dummy Yes.

No. 175 0.53 0.50 0.00 1.00 Dummy No.

No. 176 0.81 0.39 0.00 1.00 How must a living room be tem-

pered so that you feel really com-

fortable?

Dummy Well warm (21C [69.8F] or slightly

more).

No. 177 0.19 0.39 0.00 1.00 Dummy Rather cool (19C [66.2F] or a little

less).

No. 178 0.11 0.31 0.00 1.00 Do you sleep with the window

open?

Dummy Yes, absolutely.

No. 179 0.49 0.50 0.00 1.00 Dummy Yes, if it is possible.

No. 180 0.17 0.38 0.00 1.00 Dummy No, I find that uncomfortable.

No. 181 0.23 0.42 0.00 1.00 Dummy I do not really care.

No. 182 0.24 0.43 0.00 1.00 There are people who are very

lively in the morning; others

only become really active in the

evening. How is it with you?

Dummy Alive in the morning.

No. 183 0.34 0.47 0.00 1.00 Dummy Rather lively in the evening.

No. 184 0.41 0.49 0.00 1.00 Dummy It makes no difference to me.

No. 185 0.73 0.44 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which one do you like

more?

Dummy (Image 1)
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No. 186 0.27 0.44 0.00 1.00 Dummy (Imag 2)

No. 187 0.65 0.48 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which arrangement

appeals to you more emotionally?

Dummy (Image 3)

No. 188 0.35 0.48 0.00 1.00 Dummy (Image 4)

No. 189 0.71 0.45 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which image appeals

to you more?

Dummy (Image 5)

No. 190 0.29 0.45 0.00 1.00 Dummy (Image 6)

No. 191 0.55 0.50 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Do not think about it

for long, decide for a shape!

Dummy (Image 7)

No. 192 0.45 0.50 0.00 1.00 Dummy (Image 8)

continued on next page



55

Code Mean SD Min Max Question Coding Answer

No. 193 0.69 0.46 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which of these two

arrangements do you prefer more?

Dummy (Image 9)

No. 194 0.31 0.46 0.00 1.00 Dummy (Image 10)

No. 195 0.48 0.50 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which movement can

you empathize with better?

Dummy (Image 11)

No. 196 0.52 0.50 0.00 1.00 Dummy (Image 12)

No. 197 0.51 0.50 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which image do you

prefer more?

Dummy (Image 13)

No. 198 0.49 0.50 0.00 1.00 Dummy (Image 14)
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No. 199 0.11 0.31 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Get a feel for the dif-

ferent directions of movement. De-

cide on one.

Dummy (Image 15)

No. 200 0.89 0.31 0.00 1.00 Dummy (Image 16)

No. 201 0.41 0.49 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which one do you like

more?

Dummy (Image 17)

No. 202 0.59 0.49 0.00 1.00 Dummy (Image 18)

No. 203 0.73 0.44 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which representation

do you prefer more?

Dummy (Image 19)

No. 204 0.27 0.44 0.00 1.00 Dummy (Image 20)
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No. 205 0.54 0.50 0.00 1.00 (In the next section you will see

pairs of images. Please choose

spontaneously the image you like

most. Our tip: Just follow your

gut feeling.) Which image appeals

to you more emotionally?

Dummy (Image 21)

No. 206 0.46 0.50 0.00 1.00 Dummy (Image 22)

No. 207 0.77 0.42 0.00 1.00 Do you get excited about some-

thing easily?

Dummy No, not necessarily.

No. 208 0.23 0.42 0.00 1.00 Dummy Yes, very much.

No. 209 0.26 0.44 0.00 1.00 If you like a track or song well:

Why is that mostly?

Dummy I like the text.

No. 210 0.60 0.49 0.00 1.00 Dummy I like the rhythm.

No. 211 0.14 0.34 0.00 1.00 Dummy I like the melody.

No. 212 0.26 0.44 0.00 1.00 Which tones appeal to you most? Dummy Saxophone tones.

No. 213 0.16 0.37 0.00 1.00 Dummy Violin sounds.

No. 214 0.58 0.49 0.00 1.00 Dummy Piano playing.

No. 215 0.75 0.43 0.00 1.00 Regardless of what is fashionable

at the moment: You choose your

clothes in terms of style and color

tone. . .

Dummy Covered and discreet.

No. 216 0.25 0.43 0.00 1.00 Dummy Bold and expressive.

No. 217 0.27 0.44 0.00 1.00 What type of house appeals to you

most?

Dummy Image 23 (Country house)
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No. 218 0.47 0.50 0.00 1.00 Dummy Image 24 (City villa)

No. 219 0.26 0.44 0.00 1.00 Dummy Image 25 (Architect house)

No. 220 0.25 0.43 0.00 1.00 Which of these three plants do you

prefer to look at most?

Dummy Image 26 (Orchid)

No. 221 0.60 0.49 0.00 1.00 Dummy Image 27 (Strelitzie)

No. 222 0.15 0.36 0.00 1.00 Dummy Image 28 (Rose)

No. 223 0.64 0.48 0.00 1.00 When you get home and are alone,

do you habitually turn on the radio

/ TV / music?

Dummy Yes.

No. 224 0.36 0.48 0.00 1.00 Dummy No.

No. 225 0.36 0.48 0.00 1.00 How do you prefer to dress most?

A maximum of 2 answers is possi-

ble.

Dummy Casual.

No. 226 0.21 0.41 0.00 1.00 Dummy Practical.

No. 227 0.19 0.39 0.00 1.00 Dummy Elegant.

No. 228 0.29 0.45 0.00 1.00 Dummy Fashionable.

No. 229 0.32 0.47 0.00 1.00 Dummy Correct and adapted to the situa-

tion.

No. 230 0.11 0.31 0.00 1.00 Dummy Very personal and unconventional.

No. 231 0.05 0.22 0.00 1.00 Imagine: You slip on a banana peel

on the sidewalk. You have not hurt

yourself, but people turn and stop.

One want to help you. What could

be your first reaction?

Dummy I am annoyed that there are people

who throw a banana peel on the

sidewalk without thinking about

it.
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No. 232 0.21 0.41 0.00 1.00 Dummy I get up and carry the banana peel

to the nearest waste bin so that the

same does not happen to others.

No. 233 0.14 0.34 0.00 1.00 Dummy �Ouch! Been lucky again!�

No. 234 0.19 0.39 0.00 1.00 Dummy I downplay the incident because I

find it unpleasant to draw so much

attention to myself.

No. 235 0.11 0.31 0.00 1.00 Dummy While I am still sitting, I look

at the people from below and say

�What a show, I could play with

it, right?�

No. 236 0.30 0.46 0.00 1.00 Dummy I get up and say �Nothing hap-

pens!� and keep going.

No. 237 0.15 0.36 0.00 1.00 Imagine yourself: You live in a

larger apartment building. At two

thirty in the morning, your door-

bell rings. Someone answers the

intercom and asks if a Mr. Müller

lives in the house. That is in-

deed the case—and of course your

neighbor also has his own bell.

What could you say?

Dummy �Try again with another bell.�

No. 238 0.02 0.15 0.00 1.00 Dummy �For that you woke me from the

deepest sleep!� And I end the con-

versation.
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No. 239 0.04 0.19 0.00 1.00 Dummy I do not get up at all, but pull the

blanket over my head and try to

continue sleeping.

No. 240 0.05 0.23 0.00 1.00 Dummy I think something could have hap-

pened. When then asked for

Müller, I swear into the appara-

tus: �Are you crazy! What do you

think of disturbing strangers in the

middle of the night?�

No. 241 0.34 0.47 0.00 1.00 Dummy �If you like the Müller, let him

sleep.�

No. 242 0.18 0.39 0.00 1.00 Dummy I think something could have hap-

pened. When then asked for

Müller, I let myself explain what

he / she wants from Mr. Müller at

night.

No. 243 0.22 0.41 0.00 1.00 Dummy �Here is not Müller, but I know

that the name badges are actually

not easily recognizable.�

No. 244 0.16 0.37 0.00 1.00 Imagine yourself: A friend buys

a new car that is far too expen-

sive—far beyond his / her circum-

stances. It is the car you have al-

ways dreamed of. What could you

say to your friend?

Dummy �One should not live above one’s

means. When will you finally grow

up?�
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No. 245 0.19 0.39 0.00 1.00 Dummy �Wonder of technology! I am glad

you allowed yourself this. One

could get jealous.�

No. 246 0.05 0.23 0.00 1.00 Dummy �It is so beautiful, I would be

afraid to park it in public and get

a bump or a scratch directly.�

No. 247 0.06 0.24 0.00 1.00 Dummy �Think about it, once you have

driven a meter with it, the car is

only worth half . . . �

No. 248 0.46 0.50 0.00 1.00 Dummy �Oh cool! Let us go for a spin!�

No. 249 0.08 0.26 0.00 1.00 Dummy �I think you need a chauffeur for

that—I will break the car in for

you!�

No. 250 0.12 0.32 0.00 1.00 Imagine yourself: You and a friend

were very upset about another per-

son. Your friend makes the sug-

gestion to pay it back to the other

person. What could be your first

reaction?

Dummy �I would think twice about it.

Anyone digging a pit for others

falls into it herself / himself.�

No. 251 0.04 0.20 0.00 1.00 Dummy �I do not know. When that comes

out. . . I want to be left alone.�

No. 252 0.37 0.48 0.00 1.00 Dummy �Forget it, we will laugh about it

in a year.�

No. 253 0.11 0.32 0.00 1.00 Dummy �That is nasty, I do not take part

in it.�
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No. 254 0.06 0.24 0.00 1.00 Dummy �I think it could be quite funny.�

No. 255 0.29 0.46 0.00 1.00 Dummy �Let it be, otherwise he / she is

quite alright.�

No. 256 0.40 0.49 0.00 1.00 What is your first impulse when

you get very angry about the be-

havior of a person close to you?

Dummy I clearly say that I am angry.

No. 257 0.27 0.45 0.00 1.00 Dummy I stay calm and try to clarify the

situation.

No. 258 0.11 0.31 0.00 1.00 Dummy I think to myself: It does not hap-

pen that often.

No. 259 0.22 0.41 0.00 1.00 Dummy I swallow the anger and grit my

teeth.

No. 260 0.24 0.42 0.00 1.00 Sometimes it happens that one is

offended by a person. How do you

react to that?

Dummy I think maybe it was not meant

that way.

No. 261 0.19 0.39 0.00 1.00 Dummy I am sure that I will find a way to

deal with it.

No. 262 0.53 0.50 0.00 1.00 Dummy I have been gnawing on it for a

while.

No. 263 0.05 0.21 0.00 1.00 Dummy I would like to pay back something

like this immediately.

No. 264 0.23 0.42 0.00 1.00 If someone contradicts you even

though you know you are right,

how do you usually react?

Dummy I am annoyed by the bossiness of

the other, but I leave it at that.
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No. 265 0.14 0.35 0.00 1.00 Dummy It is not so important to me to be

right.

No. 266 0.50 0.50 0.00 1.00 Dummy I try to convince the other.

No. 267 0.13 0.34 0.00 1.00 Dummy I will clarify who is right.

No. 268 0.36 0.48 0.00 1.00 Imagine you are at a party with

a man / a woman you love. Sud-

denly you see that he / she is flirt-

ing with another person. How do

you react to that?

Dummy I try to disturb the flirt.

No. 269 0.29 0.45 0.00 1.00 Dummy I suffer silently and say nothing.

No. 270 0.18 0.39 0.00 1.00 Dummy I also flirt.

No. 271 0.16 0.37 0.00 1.00 Dummy I do not mind. I allow him / her

the fun.

No. 272 0.16 0.37 0.00 1.00 A scene from a dream. Select the

title of the image that you think

best expresses the content. Image

29.

Dummy Adventure in Scotland.

No. 273 0.59 0.49 0.00 1.00 Dummy Lost passion.

No. 274 0.25 0.43 0.00 1.00 Dummy Power of conscience.

No. 275 0.33 0.47 0.00 1.00 Take a close look at this dream

scene: Which title best reflects the

image content for you? Image 30.

Dummy Dance of the Vampires.

No. 276 0.59 0.49 0.00 1.00 Dummy Voices from the afterlife.

No. 277 0.08 0.28 0.00 1.00 Dummy Fun society.
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No. 278 0.19 0.39 0.00 1.00 What title would you give this

dream scene? Image 31.

Dummy Cool sensuality.

No. 279 0.15 0.36 0.00 1.00 Dummy Goddess of lust.

No. 280 0.66 0.48 0.00 1.00 Dummy End of freedom.

No. 281 0.57 0.50 0.00 1.00 One last dream scene. Which im-

age title best expresses the content

for you? Image 32.

Dummy Opera ball.

No. 282 0.30 0.46 0.00 1.00 Dummy The joy of the game.

No. 283 0.14 0.34 0.00 1.00 Dummy The winner.

No. 284 0.18 0.38 0.00 1.00 Are you satisfied with your exter-

nal appearance?

Dummy Yes.

No. 285 0.51 0.50 0.00 1.00 Dummy Yes, on the whole.

No. 286 0.18 0.39 0.00 1.00 Dummy That fluctuates.

No. 287 0.13 0.34 0.00 1.00 Dummy I am also sometimes dissatisfied.

No. 288 0.27 0.45 0.00 1.00 Do you believe in the good in hu-

mans?

Dummy Yes, always.

No. 289 0.43 0.49 0.00 1.00 Dummy I try it.

No. 290 0.11 0.31 0.00 1.00 Dummy Sometimes I find it hard to believe.

No. 291 0.19 0.39 0.00 1.00 Dummy It depends on the context in which.

No. 292 0.28 0.45 0.00 1.00 How important is sexuality to you? Dummy Very important.

No. 293 0.61 0.49 0.00 1.00 Dummy Important.

No. 294 0.11 0.31 0.00 1.00 Dummy Less important.

No. 295 0.01 0.11 0.00 1.00 Dummy Not so important.
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No. 296 0.45 0.50 0.00 1.00 What is your basic view of the in-

stitution of marriage?

Dummy If two really love each other, then

they should marry.

No. 297 0.29 0.46 0.00 1.00 Dummy Whoever wants to found a family

should also marry.

No. 298 0.26 0.44 0.00 1.00 Dummy Marriage as an institution is com-

pletely unnecessary.

No. 299 0.32 0.47 0.00 1.00 Is it important for you that every-

thing is always in the place where

it actually belongs?

Dummy Yes, absolutely.

No. 300 0.43 0.50 0.00 1.00 Dummy Not necessarily.

No. 301 0.25 0.43 0.00 1.00 Dummy What does right place mean, it can

mean something completely differ-

ent for everyone.

No. 302 0.23 0.42 0.00 1.00 What significance does food have

for you?

Dummy My main priority is to eat well.

No. 303 0.61 0.49 0.00 1.00 Dummy I love to eat comfortably.

No. 304 0.16 0.37 0.00 1.00 Dummy The most important thing for me

is a healthy diet.

No. 305 0.54 0.50 0.00 1.00 Do you attach importance to reg-

ular meals?

Dummy As far as possible for me, I eat reg-

ularly and at fixed times.

No. 306 0.46 0.50 0.00 1.00 Dummy No, not at all. I eat when I am

hungry.

No. 307 0.19 0.40 0.00 1.00 How do you find it when advertise-

ments on television or in newspa-

pers are sexually emphasized?

Dummy Disturbing, sometimes tasteless.
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No. 308 0.41 0.49 0.00 1.00 Dummy Quite pleasant indeed.

No. 309 0.40 0.49 0.00 1.00 Dummy Uninteresting.

No. 310 0.43 0.50 0.00 1.00 Which of the following values are

the most important for you in life?

A maximum of 2 answers is possi-

ble.

Dummy True friendship.

No. 311 0.40 0.49 0.00 1.00 Dummy Happiness in love.

No. 312 0.24 0.43 0.00 1.00 Dummy Letting myself get involved in

something I like.

No. 313 0.08 0.28 0.00 1.00 Dummy Professional success.

No. 314 0.18 0.38 0.00 1.00 Dummy To be valued and respected by the

people in my environment.

No. 315 0.12 0.32 0.00 1.00 Dummy Social security.

No. 316 0.09 0.29 0.00 1.00 Dummy Self-realization.

No. 317 0.44 0.50 0.00 1.00 Dummy A familiar home with a partner.

No. 318 0.17 0.37 0.00 1.00 What maxim do you think is best

to live by?

Dummy Work before pleasure!

No. 319 0.21 0.41 0.00 1.00 Dummy Love thy neighbor as thyself!

No. 320 0.62 0.49 0.00 1.00 Dummy Live and let live!

No. 321 0.15 0.36 0.00 1.00 What is currently your greatest

wish? A maximum of 2 answers

is possible.

Dummy Expand professional opportuni-

ties.

No. 322 0.15 0.36 0.00 1.00 Dummy Get to know nice and interesting

people.
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No. 323 0.07 0.26 0.00 1.00 Dummy Make good friends.

No. 324 0.27 0.44 0.00 1.00 Dummy Discover the great love.

No. 325 0.53 0.50 0.00 1.00 Dummy Finding a partner for life.

No. 326 0.14 0.35 0.00 1.00 Dummy Start over again.

No. 327 0.53 0.50 0.00 1.00 Dummy Build a stable relationship that

makes me feel safe.

No. 328 0.33 0.47 0.00 1.00 Does it bother you if people in your

area use their mobile phones with-

out hesitation?

Dummy No, I have got used to it by now.

No. 329 0.48 0.50 0.00 1.00 Dummy Actually yes, but one has to live

with that today.

No. 330 0.16 0.36 0.00 1.00 Dummy Yes, I think that is terrible.

No. 331 0.03 0.18 0.00 1.00 Dummy I then take the opportunity to have

conversations myself.

No. 332 0.29 0.45 0.00 1.00 There is a lot of discussion

about climate change, environ-

mental protection, energy sources,

etc. Which statement is closest to

your opinion?

Dummy Considering our advanced technol-

ogy, we should be able to come up

with something reasonable.

No. 333 0.61 0.49 0.00 1.00 Dummy We should simply accept that we

have to be more careful with na-

ture.

No. 334 0.11 0.31 0.00 1.00 Dummy I would like not to think at all

about what is still to come.

continued on next page



68

Code Mean SD Min Max Question Coding Answer

No. 335 0.04 0.19 0.00 1.00 What would most disturb you in

your partner’s environment during

the introduction phase?

Dummy A dominant father-in-law (in the

making).

No. 336 0.07 0.25 0.00 1.00 Dummy An overprotective mother-in-law

(in the making).

No. 337 0.21 0.41 0.00 1.00 Dummy Too much influence of old friends.

No. 338 0.60 0.49 0.00 1.00 Dummy Bad moods of the partner that pull

me down.

No. 339 0.09 0.28 0.00 1.00 Dummy Too freaky types in the circle of ac-

quaintances.

No. 340 0.10 0.30 0.00 1.00 Regardless of your current place of

residence, where would you most

like to live?

Dummy In a large city with a metropolitan

feeling.

No. 341 0.30 0.46 0.00 1.00 Dummy In the environment of a larger city.

No. 342 0.16 0.37 0.00 1.00 Dummy In a more tranquil small city.

No. 343 0.18 0.38 0.00 1.00 Dummy A little quieter or completely in the

rural area.

No. 344 0.27 0.44 0.00 1.00 Dummy It does not matter—I can feel com-

fortable at many places. . .

No. 345 3.24 2.27 0.00 12.00 Profile images (count). Ordered

No. 346 0.00 0.06 0.00 1.00 Language(s). Dummy Danish.

No. 347 0.58 0.49 0.00 1.00 Dummy German.

No. 348 0.57 0.50 0.00 1.00 Dummy English.

No. 349 0.06 0.24 0.00 1.00 Dummy Spanish.
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No. 350 0.00 0.03 0.00 1.00 Dummy Finnish.

No. 351 0.14 0.34 0.00 1.00 Dummy French.

No. 352 0.03 0.16 0.00 1.00 Dummy Italian.

No. 353 0.01 0.10 0.00 1.00 Dummy Dutch.

No. 354 0.00 0.04 0.00 1.00 Dummy Norwegian.

No. 355 0.01 0.10 0.00 1.00 Dummy Polish.

No. 356 0.01 0.07 0.00 1.00 Dummy Portuguese.

No. 357 0.02 0.15 0.00 1.00 Dummy Russian.

No. 358 0.00 0.07 0.00 1.00 Dummy Swedish.

No. 359 0.00 0.07 0.00 1.00 Dummy Turkish.

No. 360 0.09 0.29 0.00 1.00 Occupation. Unordered Office and Administrative Support

Occupations.

0.06 0.24 0.00 1.00 Unordered Business and Financial Operations

Occupations.

0.04 0.19 0.00 1.00 Unordered Community and Social Service Oc-

cupations.

0.03 0.18 0.00 1.00 Unordered Sales and Related Occupations.

0.03 0.17 0.00 1.00 Unordered Healthcare Support Occupations.

0.05 0.22 0.00 1.00 Unordered Production Occupations.

0.07 0.26 0.00 1.00 Unordered Healthcare Practitioners and

Technical Occupations.

0.03 0.17 0.00 1.00 Unordered Life, Physical, and Social Science

Occupations.

0.05 0.21 0.00 1.00 Unordered Computer and Mathematical Oc-

cupations.
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0.02 0.15 0.00 1.00 Unordered Installation, Maintenance, and Re-

pair Occupations.

0.07 0.25 0.00 1.00 Unordered No Information.

0.01 0.12 0.00 1.00 Unordered Legal Occupations.

0.01 0.10 0.00 1.00 Unordered Protective Service Occupations.

0.09 0.29 0.00 1.00 Unordered Management Occupations.

0.12 0.32 0.00 1.00 Unordered Education, Training, and Library

Occupations.

0.02 0.15 0.00 1.00 Unordered Construction and Extraction Oc-

cupations.

0.05 0.22 0.00 1.00 Unordered Arts, Design, Entertainment, and

Media Occupations.

0.02 0.13 0.00 1.00 Unordered Personal Care and Service Occupa-

tions.

0.01 0.08 0.00 1.00 Unordered Building and Grounds Cleaning

and Maintenance Occupations.

0.03 0.17 0.00 1.00 Unordered Transportation and Material Mov-

ing Occupations.

0.07 0.26 0.00 1.00 Unordered Architecture and Engineering Oc-

cupations.

0.01 0.08 0.00 1.00 Unordered Military Specific Occupations.

0.01 0.11 0.00 1.00 Unordered Food Preparation and Serving Re-

lated Occupations.
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0.00 0.05 0.00 1.00 Unordered Farming, Fishing, and Forestry

Occupations.

No. 361 0.19 0.39 0.00 1.00 Search criteria (partner): Chil-

dren.

Unordered No, please not.

0.06 0.23 0.00 1.00 Unordered No matter if the children do not

live in the household.

0.02 0.12 0.00 1.00 Unordered Yes, in any case.

0.74 0.44 0.00 1.00 Unordered No matter.

No. 362 0.79 0.41 0.00 1.00 Search criteria (partner): Income. Unordered Same.

0.21 0.41 0.00 1.00 Unordered No matter.

0.00 0.04 0.00 1.00 Unordered No information.

No. 363 0.78 0.41 0.00 1.00 Search criteria (partner): Educa-

tion.

Unordered Same.

0.19 0.39 0.00 1.00 Unordered No matter.

0.03 0.17 0.00 1.00 Unordered Just my education level.

0.00 0.04 0.00 1.00 Unordered No information.

No. 364 0.22 0.41 0.00 1.00 Search criteria (partner): Smok-

ing.

Unordered No.

0.22 0.41 0.00 1.00 Unordered Occasionally.

0.01 0.10 0.00 1.00 Unordered Yes.

0.55 0.50 0.00 1.00 Unordered No information.

No. 365 0.98 0.12 0.00 1.00 Search criteria (partner): Mini-

mum Age (in years).

Ordered
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No. 366 0.99 0.11 0.00 1.00 Search criteria (partner): Maxi-

mum Age (in years).

Ordered

No. 367 0.52 0.50 0.00 1.00 Search criteria (partner): Mini-

mum Height (in cm).

Ordered

No. 368 0.39 0.49 0.00 1.00 Search criteria (partner): Maxi-

mum Height (in cm).

Ordered

No. 369 692.37 332.32 20.00 873.00 Search criteria (partner): Maxi-

mum distance (in km).

Ordered

No. 370 0.46 0.50 0.00 1.00
Search criteria (partner):

Distance search.

Unordered No information.

0.35 0.48 0.00 1.00 Unordered Yes.

0.18 0.39 0.00 1.00 Unordered No.

No. 371 0.00 0.02 0.00 1.00 Search criteria (partner): Loca-

tion.

Dummy Country (code): Not defined

No. 372 0.01 0.12 0.00 1.00 Dummy Country (code): AT; Region:

Wien

No. 373 0.01 0.11 0.00 1.00 Dummy Country (code): AT; Region:

RDW

No. 374 0.01 0.11 0.00 1.00 Dummy Country (code): AT; Region:

Niederösterreich

No. 375 0.02 0.13 0.00 1.00 Dummy Country (code): AT; Region: Vo-

rarlberg

No. 376 0.02 0.13 0.00 1.00 Dummy Country (code): AT; Region:

Oberösterreich
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No. 377 0.02 0.14 0.00 1.00 Dummy Country (code): AT; Region:

Salzburg

No. 378 0.02 0.14 0.00 1.00 Dummy Country (code): AT; Region: Tirol

No. 379 0.01 0.11 0.00 1.00 Dummy Country (code): AT; Region: Bur-

genland

No. 380 0.01 0.11 0.00 1.00 Dummy Country (code): AT; Region:

Steiermark

No. 381 0.01 0.11 0.00 1.00 Dummy Country (code): AT; Region:

Kärnten

No. 382 0.00 0.06 0.00 1.00 Dummy Country (code): BE; Region:

Brussels Hoofdstedelijk Gewest

No. 383 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region:

Flandre occidentale

No. 384 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region:

Oost-Vlaanderen

No. 385 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region:

RDW

No. 386 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region: Bra-

bant wallon

No. 387 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region: Bra-

bant flamand

No. 388 0.00 0.06 0.00 1.00 Dummy Country (code): BE; Region: An-

vers

No. 389 0.00 0.06 0.00 1.00 Dummy Country (code): BE; Region: Lim-

burg
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No. 390 0.00 0.06 0.00 1.00 Dummy Country (code): BE; Region:

Liège

No. 391 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region: Na-

men

No. 392 0.00 0.05 0.00 1.00 Dummy Country (code): BE; Region:

Hainaut

No. 393 0.00 0.06 0.00 1.00 Dummy Country (code): BE; Region: Lux-

emburg

No. 394 0.02 0.12 0.00 1.00 Dummy Country (code): CH; Region: Aar-

gau

No. 395 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Graubünden

No. 396 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Jura

No. 397 0.01 0.12 0.00 1.00 Dummy Country (code): CH; Region:

Luzern

No. 398 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Neuchâtel

No. 399 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Nid-

walden

No. 400 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Ob-

walden

No. 401 0.02 0.13 0.00 1.00 Dummy Country (code): CH; Region:

St.Gallen

No. 402 0.02 0.13 0.00 1.00 Dummy Country (code): CH; Region:

Schaffhausen
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No. 403 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Solothurn

No. 404 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Schwyz

No. 405 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Ap-

penzell Innerrhoden

No. 406 0.01 0.12 0.00 1.00 Dummy Country (code): CH; Region:

Thurgau

No. 407 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Ti-

cino

No. 408 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Uri

No. 409 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Vaud

No. 410 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Valais

No. 411 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Zug

No. 412 0.02 0.14 0.00 1.00 Dummy Country (code): CH; Region:

Zürich

No. 413 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

RDW

No. 414 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Ap-

penzell Ausserrhoden

No. 415 0.02 0.13 0.00 1.00 Dummy Country (code): CH; Region:

Basel-Land
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No. 416 0.02 0.13 0.00 1.00 Dummy Country (code): CH; Region:

Basel-Stadt

No. 417 0.01 0.12 0.00 1.00 Dummy Country (code): CH; Region:

Bern

No. 418 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region: Fri-

bourg

No. 419 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Genève

No. 420 0.01 0.11 0.00 1.00 Dummy Country (code): CH; Region:

Glarus

No. 421 0.25 0.43 0.00 1.00 Dummy Country (code): DE; Region:

Baden-Württemberg

No. 422 0.28 0.45 0.00 1.00 Dummy Country (code): DE; Region:

Nordrhein-Westfalen

No. 423 0.18 0.38 0.00 1.00 Dummy Country (code): DE; Region:

Rheinland-Pfalz

No. 424 0.09 0.29 0.00 1.00 Dummy Country (code): DE; Region:

Saarland

No. 425 0.12 0.32 0.00 1.00 Dummy Country (code): DE; Region:

Sachsen

No. 426 0.10 0.30 0.00 1.00 Dummy Country (code): DE; Region:

Sachsen-Anhalt

No. 427 0.12 0.33 0.00 1.00 Dummy Country (code): DE; Region:

Schleswig-Holstein
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No. 428 0.11 0.31 0.00 1.00 Dummy Country (code): DE; Region:

Thüringen

No. 429 0.07 0.25 0.00 1.00 Dummy Country (code): DE; Region:

RDW

No. 430 0.26 0.44 0.00 1.00 Dummy Country (code): DE; Region: Bay-

ern

No. 431 0.16 0.37 0.00 1.00 Dummy Country (code): DE; Region:

Berlin

No. 432 0.12 0.32 0.00 1.00 Dummy Country (code): DE; Region:

Brandenburg

No. 433 0.11 0.31 0.00 1.00 Dummy Country (code): DE; Region: Bre-

men

No. 434 0.16 0.37 0.00 1.00 Dummy Country (code): DE; Region:

Hamburg

No. 435 0.21 0.41 0.00 1.00 Dummy Country (code): DE; Region: Hes-

sen

No. 436 0.10 0.30 0.00 1.00 Dummy Country (code): DE; Region:

Mecklenburg-Vorpommern

No. 437 0.19 0.39 0.00 1.00 Dummy Country (code): DE; Region:

Niedersachsen

No. 438 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Bornholm

No. 439 0.01 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Vestjylland og det sydlige Østjyl-

land
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No. 440 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Vestsjælland, Lolland-Falster og

Møn

No. 441 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

RDW

No. 442 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Færøerne

No. 443 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region: Fyn

og øerne

No. 444 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Grønland

No. 445 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

København, Frederiksberg og

omegn

No. 446 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Nordjylland

No. 447 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Nordsjælland

No. 448 0.00 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Østjylland

No. 449 0.01 0.07 0.00 1.00 Dummy Country (code): DK; Region:

Sønderjylland samt dele af Sydjyl-

land og dele af Vestjylland

No. 450 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: An-

dalućıa
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No. 451 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Navarra

No. 452 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Castilla-La Mancha

No. 453 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Páıs

Vasco

No. 454 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Cataluña

No. 455 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Va-

lencia

No. 456 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Ex-

tremadura

No. 457 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Ciu-

dad Autónoma de Melilla

No. 458 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Gali-

cia

No. 459 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Ciu-

dad Autónoma de Ceuta

No. 460 0.01 0.08 0.00 1.00 Dummy Country (code): ES; Region: Islas

Baleares

No. 461 0.01 0.08 0.00 1.00 Dummy Country (code): ES; Region: Islas

Canarias

No. 462 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

RDW
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No. 463 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Aragón

No. 464 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: La

Rioja

No. 465 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: As-

turias

No. 466 0.01 0.08 0.00 1.00 Dummy Country (code): ES; Region:

Madrid

No. 467 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Cantabria

No. 468 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region: Mur-

cia

No. 469 0.01 0.07 0.00 1.00 Dummy Country (code): ES; Region:

Castilla y León

No. 470 0.01 0.09 0.00 1.00 Dummy Country (code): FR; Region: Al-

sace

No. 471 0.00 0.06 0.00 1.00 Dummy Country (code): FR; Region:

DOM-TOM

No. 472 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Franche-Comté

No. 473 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Haute-Normandie

No. 474 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Ile-

de-France
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No. 475 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Languedoc-Roussillon

No. 476 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Limousin

No. 477 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Lor-

raine

No. 478 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Midi-Pyrénées

No. 479 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Monaco

No. 480 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Nord-Pas-de-Calais

No. 481 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Aquitaine

No. 482 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Pays-de-la-Loire

No. 483 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Pi-

cardie

No. 484 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Poitou-Charentes

No. 485 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Provence-Alpes-Côte-d’Azur

No. 486 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Rhône-Alpes
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No. 487 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

RDW

No. 488 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Au-

vergne

No. 489 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Basse-Normandie

No. 490 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Bourgogne

No. 491 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Bre-

tagne

No. 492 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region: Cen-

tre

No. 493 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Champagne-Ardenne

No. 494 0.00 0.07 0.00 1.00 Dummy Country (code): FR; Region:

Corse

No. 495 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region: East

Midlands

No. 496 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

Wales

No. 497 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

North West

No. 498 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

West Midlands
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No. 499 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

RDW

No. 500 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

Northern Ireland

No. 501 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region: East

Anglia

No. 502 0.01 0.09 0.00 1.00 Dummy Country (code): GB; Region:

Scotland

No. 503 0.01 0.09 0.00 1.00 Dummy Country (code): GB; Region:

Greater London

No. 504 0.01 0.09 0.00 1.00 Dummy Country (code): GB; Region:

South East

No. 505 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

Yorkshire The Humber

No. 506 0.01 0.09 0.00 1.00 Dummy Country (code): GB; Region:

South West

No. 507 0.01 0.08 0.00 1.00 Dummy Country (code): GB; Region:

North East

No. 508 0.00 0.06 0.00 1.00 Dummy Country (code): IE; Region: Lein-

ster

No. 509 0.00 0.06 0.00 1.00 Dummy Country (code): IE; Region: Mun-

ster

No. 510 0.00 0.06 0.00 1.00 Dummy Country (code): IE; Region: Con-

nacht
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No. 511 0.00 0.06 0.00 1.00 Dummy Country (code): IE; Region: Ul-

ster

No. 512 0.00 0.06 0.00 1.00 Dummy Country (code): IE; Region: RDW

No. 513 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Abruzzo

No. 514 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Marche

No. 515 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Molise

No. 516 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Piemonte

No. 517 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Puglia

No. 518 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Sardegna

No. 519 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Si-

cilia

No. 520 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Toscana

No. 521 0.01 0.08 0.00 1.00 Dummy Country (code): IT; Region:

Trentino-Alto Adige

No. 522 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Um-

bria

No. 523 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Valle

d’Aosta
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No. 524 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Basilicata

No. 525 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Veneto

No. 526 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

RDW

No. 527 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Cal-

abria

No. 528 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Cam-

pania

No. 529 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Emilia-Romagna

No. 530 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region:

Friuli-Venezia Giulia

No. 531 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Lazio

No. 532 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Lig-

uria

No. 533 0.01 0.07 0.00 1.00 Dummy Country (code): IT; Region: Lom-

bardia

No. 534 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Aguascalientes

No. 535 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Du-

rango

No. 536 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Guanajuato
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No. 537 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Guerrero

No. 538 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Hi-

dalgo

No. 539 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Jalisco

No. 540 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

México

No. 541 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Mi-

choacán de Ocampo

No. 542 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Morelos

No. 543 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Na-

yarit

No. 544 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Nuevo León

No. 545 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Baja California

No. 546 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Oaxaca

No. 547 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Puebla

No. 548 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Qerétaro de Arteaga
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No. 549 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Quintana Roo

No. 550 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: San

Lúıs Potośı

No. 551 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Sinaloa

No. 552 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Sonora

No. 553 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Tabasco

No. 554 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Tamaulipas

No. 555 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Tlaxcala

No. 556 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Baja California Sur

No. 557 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Ve-

racruz

No. 558 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Yu-

catán

No. 559 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Za-

catecas

No. 560 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

RDW
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No. 561 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Campeche

No. 562 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region:

Coahuila de Zaragoza

No. 563 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Col-

ima

No. 564 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Chi-

apas

No. 565 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Chi-

huahua

No. 566 0.00 0.03 0.00 1.00 Dummy Country (code): MX; Region: Dis-

trito Federal

No. 567 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Drenthe

No. 568 0.01 0.09 0.00 1.00 Dummy Country (code): NL; Region:

Utrecht

No. 569 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region: Zee-

land

No. 570 0.01 0.09 0.00 1.00 Dummy Country (code): NL; Region:

Zuid-Holland

No. 571 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

RDW

No. 572 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Flevoland
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No. 573 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Friesland

No. 574 0.01 0.09 0.00 1.00 Dummy Country (code): NL; Region:

Gelderland

No. 575 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Groningen

No. 576 0.01 0.09 0.00 1.00 Dummy Country (code): NL; Region: Lim-

burg

No. 577 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Overijssel

No. 578 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Noord-Brabant

No. 579 0.01 0.08 0.00 1.00 Dummy Country (code): NL; Region:

Noord-Holland

No. 580 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region: Ak-

ershus

No. 581 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region: Op-

pland

No. 582 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region: Oslo

No. 583 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Østfold

No. 584 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region: Ro-

galand

No. 585 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Sogn og fjordane
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No. 586 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region: Sør-

Trøndelag

No. 587 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Svalbard

No. 588 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Telemark

No. 589 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Troms

No. 590 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Vest-Agder

No. 591 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Aust-Agder

No. 592 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Vestfold

No. 593 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

RDW

No. 594 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Buskerud

No. 595 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Finnmark

No. 596 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Hedmark

No. 597 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Hordaland
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No. 598 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Møre og Romsdal

No. 599 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Nordland

No. 600 0.00 0.06 0.00 1.00 Dummy Country (code): NO; Region:

Nord-Trøndelag

No. 601 0.01 0.08 0.00 1.00 Dummy Country (code): SE; Region:

Stockholm

No. 602 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Blekinge

No. 603 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Sk̊ane

No. 604 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Hal-

land

No. 605 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Västra Götaland

No. 606 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Värmland

No. 607 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Öre-

bro

No. 608 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Västmanland

No. 609 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Dalarna
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No. 610 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Gävleborg

No. 611 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Västernorrland

No. 612 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Jämtland

No. 613 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Västerbotten

No. 614 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Nor-

rbotten

No. 615 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

RDW

No. 616 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Up-

psala

No. 617 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Södermanland

No. 618 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Östergötland

No. 619 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Jönköping

No. 620 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Kro-

noberg

No. 621 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region:

Kalmar
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No. 622 0.01 0.07 0.00 1.00 Dummy Country (code): SE; Region: Got-

land

No. 623 2.11 1.05 0.00 3.00 How often do you practice sport? Ordered Never.

Ordered Rarely.

Ordered Monthly.

Ordered Weekly.

No. 624 0.01 0.11 0.00 1.00 ZIP code area (first two digits of

five-digit German ZIP code; note

that German ZIP code areas do

not necessarily correspond to ad-

ministrative units).

Unordered ZIP: 01

0.00 0.05 0.00 1.00 Unordered ZIP: 02

0.00 0.05 0.00 1.00 Unordered ZIP: 03

0.02 0.12 0.00 1.00 Unordered ZIP: 04

0.01 0.11 0.00 1.00 Unordered ZIP: 06

0.01 0.07 0.00 1.00 Unordered ZIP: 07

0.00 0.07 0.00 1.00 Unordered ZIP: 08

0.01 0.09 0.00 1.00 Unordered ZIP: 09

0.02 0.15 0.00 1.00 Unordered ZIP: 10

0.02 0.14 0.00 1.00 Unordered ZIP: 12

0.01 0.12 0.00 1.00 Unordered ZIP: 13

0.02 0.12 0.00 1.00 Unordered ZIP: 14

0.01 0.08 0.00 1.00 Unordered ZIP: 15

0.01 0.08 0.00 1.00 Unordered ZIP: 16

0.00 0.07 0.00 1.00 Unordered ZIP: 17
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0.01 0.09 0.00 1.00 Unordered ZIP: 18

0.00 0.07 0.00 1.00 Unordered ZIP: 19

0.01 0.08 0.00 1.00 Unordered ZIP: 20

0.01 0.12 0.00 1.00 Unordered ZIP: 21

0.03 0.17 0.00 1.00 Unordered ZIP: 22

0.01 0.10 0.00 1.00 Unordered ZIP: 23

0.01 0.12 0.00 1.00 Unordered ZIP: 24

0.01 0.09 0.00 1.00 Unordered ZIP: 25

0.01 0.10 0.00 1.00 Unordered ZIP: 26

0.01 0.08 0.00 1.00 Unordered ZIP: 27

0.01 0.09 0.00 1.00 Unordered ZIP: 28

0.01 0.07 0.00 1.00 Unordered ZIP: 29

0.01 0.12 0.00 1.00 Unordered ZIP: 30

0.01 0.10 0.00 1.00 Unordered ZIP: 31

0.01 0.09 0.00 1.00 Unordered ZIP: 32

0.01 0.09 0.00 1.00 Unordered ZIP: 33

0.01 0.09 0.00 1.00 Unordered ZIP: 34

0.01 0.10 0.00 1.00 Unordered ZIP: 35

0.01 0.07 0.00 1.00 Unordered ZIP: 36

0.01 0.08 0.00 1.00 Unordered ZIP: 37

0.01 0.12 0.00 1.00 Unordered ZIP: 38

0.01 0.09 0.00 1.00 Unordered ZIP: 39

0.02 0.13 0.00 1.00 Unordered ZIP: 40

0.01 0.10 0.00 1.00 Unordered ZIP: 41

0.01 0.09 0.00 1.00 Unordered ZIP: 42
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0.01 0.11 0.00 1.00 Unordered ZIP: 44

0.01 0.12 0.00 1.00 Unordered ZIP: 45

0.01 0.10 0.00 1.00 Unordered ZIP: 46

0.01 0.12 0.00 1.00 Unordered ZIP: 47

0.01 0.11 0.00 1.00 Unordered ZIP: 48

0.01 0.11 0.00 1.00 Unordered ZIP: 49

0.02 0.14 0.00 1.00 Unordered ZIP: 50

0.01 0.10 0.00 1.00 Unordered ZIP: 51

0.01 0.10 0.00 1.00 Unordered ZIP: 52

0.02 0.13 0.00 1.00 Unordered ZIP: 53

0.01 0.08 0.00 1.00 Unordered ZIP: 54

0.01 0.11 0.00 1.00 Unordered ZIP: 55

0.01 0.09 0.00 1.00 Unordered ZIP: 56

0.01 0.08 0.00 1.00 Unordered ZIP: 57

0.01 0.09 0.00 1.00 Unordered ZIP: 58

0.01 0.10 0.00 1.00 Unordered ZIP: 59

0.01 0.12 0.00 1.00 Unordered ZIP: 60

0.01 0.09 0.00 1.00 Unordered ZIP: 61

0.02 0.12 0.00 1.00 Unordered ZIP: 63

0.01 0.10 0.00 1.00 Unordered ZIP: 64

0.02 0.13 0.00 1.00 Unordered ZIP: 65

0.01 0.12 0.00 1.00 Unordered ZIP: 66

0.01 0.10 0.00 1.00 Unordered ZIP: 67

0.01 0.09 0.00 1.00 Unordered ZIP: 68

0.01 0.09 0.00 1.00 Unordered ZIP: 69
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0.01 0.12 0.00 1.00 Unordered ZIP: 70

0.02 0.12 0.00 1.00 Unordered ZIP: 71

0.01 0.12 0.00 1.00 Unordered ZIP: 72

0.01 0.11 0.00 1.00 Unordered ZIP: 73

0.01 0.11 0.00 1.00 Unordered ZIP: 74

0.01 0.08 0.00 1.00 Unordered ZIP: 75

0.02 0.13 0.00 1.00 Unordered ZIP: 76

0.00 0.07 0.00 1.00 Unordered ZIP: 77

0.01 0.09 0.00 1.00 Unordered ZIP: 78

0.01 0.11 0.00 1.00 Unordered ZIP: 79

0.02 0.13 0.00 1.00 Unordered ZIP: 80

0.01 0.12 0.00 1.00 Unordered ZIP: 81

0.01 0.11 0.00 1.00 Unordered ZIP: 82

0.01 0.10 0.00 1.00 Unordered ZIP: 83

0.01 0.09 0.00 1.00 Unordered ZIP: 84

0.02 0.13 0.00 1.00 Unordered ZIP: 85

0.01 0.12 0.00 1.00 Unordered ZIP: 86

0.01 0.08 0.00 1.00 Unordered ZIP: 87

0.01 0.09 0.00 1.00 Unordered ZIP: 88

0.01 0.09 0.00 1.00 Unordered ZIP: 89

0.01 0.11 0.00 1.00 Unordered ZIP: 90

0.01 0.11 0.00 1.00 Unordered ZIP: 91

0.00 0.06 0.00 1.00 Unordered ZIP: 92

0.01 0.08 0.00 1.00 Unordered ZIP: 93

0.01 0.07 0.00 1.00 Unordered ZIP: 94

continued on next page



97

Code Mean SD Min Max Question Coding Answer

0.00 0.06 0.00 1.00 Unordered ZIP: 95

0.00 0.07 0.00 1.00 Unordered ZIP: 96

0.01 0.10 0.00 1.00 Unordered ZIP: 97

0.00 0.06 0.00 1.00 Unordered ZIP: 98

0.01 0.10 0.00 1.00 Unordered ZIP: 99

Note: First column lists a unique identifier for each variable. Second, third, fourth and fifth column report the corresponding mean, standard deviation, minimum

and maximum values for the variable, respectively. Sixth column contains the specific questions from the registration questionnaire. Seventh column indicates the

variable encoding: dummy stands for a binary variable equal to 1 if the respective answer has been chosen (mutually inclusive); ordered stands for a numeric value

with a clear inherent ordering (both continuous and categorical), directly filled by the user (mutually exclusive); unordered stands for a text value without an ordered

structure (categorical), directly filled by the user (mutually exclusive). Last column lists the corresponding answers available in the registration questionnaire.
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