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Abstract

In this paper we develop a test for time-varying factor loadings in factor models. The test is simple to compute and is constructed from estimated factors and residuals using the principal components estimator. The hypothesis is tested by regressing the squared residuals on the squared factors. The squared correlation coefficient times the sample size has a limiting $\chi^2$ distribution. The test can be made robust to serial correlation in the idiosyncratic errors. We find evidence for factor loadings variance in over half of the variables in a dataset for the US economy, while there is evidence of time-varying loadings on the risk factors underlying portfolio returns for around 80% of the portfolios.
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1 Introduction

Large factor models have become an important tool for analysing and forecasting large economic datasets spanning several hundred of variables. Factors extracted from large panels of disaggregated macroeconomic variables explain a large part of the comovement in the series. Estimated factors are successful in summarizing the predictive content in large datasets when used in predictive regression, see e.g. Stock and Watson (2002). Examples of structural analysis using factor models are Bernanke et al. (2005) and Giannone et al. (2006). In financial applications, an underlying factor structure is often assumed, and factors can be extracted from portfolios of asset returns to form risk factors that separate the returns into to systematic and non-systematic risk. When the data spans over long periods, often several decades, the factor loadings are likely to exhibit some instability. We propose a simple test for time-varying loadings in factor models.

The test is constructed using principal components estimates of the common factors and residuals. From a regression of the squared residuals on the squared factors we obtain the test statistics as the squared correlation coefficient $R^2$ times the sample size $T$. Under the null hypothesis of constant factor loadings, the test statistic has a limiting $\chi^2$ distribution with degrees of freedom equal to the number of factors. The result is based on the observation that a factor model with time-varying factor loadings can be written as $x_{it} = \lambda_{it}^F F_t + e_{it} = \lambda_{i1}^F F_t + \xi_{it}^F F_t + e_{it}$. The observed data for variable $i$ at time $t$ is $x_{it}$, $F_t$ is the vector of common factors, $\lambda_{it}$ is the time-varying factor loadings, and $e_{it}$ is the idiosyncratic errors. The variable $\xi_{it} = \lambda_{it} - \lambda_i$ is the stationary variations in the factor loadings around the constant $\lambda_i$. The principal components estimator estimates the factors $F_t$ and the constant $\lambda_i$, and the residuals are thus an estimate of $\xi_{it}^F F_t + e_{it}$, which we denote $u_{it}$. In the single factor case, the second moment of $u_{it}$ is $E(u_{it}^2) = E(\xi_{it}^2)E(F_t^2) + E(e_{it}^2)$. A regression of the squared residuals on the squared factors will thus give an estimate of the variance of the factor loadings $E(\xi_{it}^2)$. When the loadings are constant, the $R^2$ from this regression is close to zero, and a large $R^2$ is evidence of variation in the factor loadings.

Under the condition that the number of variables $N$ satisfies $T/N^2 \to 0$, the estimation error in the factors does not affect the limiting distribution of the test statistics. In the analysis of the test statistic, the idiosyncratic errors are assumed to be white noise. Serial correlation in the errors can be controlled for by basing the test statistic on GLS estimation of the factor model suggested by Breitung and Tenhofen (2011), and we show that the GLS version of the test has the correct size in our simulations.

A related test is the Chow test of Breitung and Eickmeier (2011) for structural breaks in the factor loadings. They consider a factor model in which the factor loadings are $\lambda_1$ for $t = 1, \ldots, t^*$, and $\lambda_2$ for $t > t^*$. They find evidence of structural breaks in a large number of variables for both US and European datasets. Eickmeier et al. (2015) and Del Negro and Otrok (2008) suggest factor models in which the factor loadings are time-varying.

We consider two empirical applications of our testing procedure. We use the dataset of McCracken and Ng (2015) for the US economy, and we apply our testing procedure for different choices for the number of factors. We find evidence of time-varying factor loadings in over half of series.
irrespective of the number of included factors. In the second application, we consider excess returns on 100 portfolios sorted on size and book-to-market. We find that around 80% of the portfolios are associated with time-varying factor loadings, indicating that the portfolios have time-varying exposures to the risk factors. Furthermore, the estimated factors are closely related to the three risk factors of Fama and French (1993). The squared canonical correlations between the estimated factors and the Fama French factors are all larger than 0.90.

The rest of the paper is organized as follows. In Section 2 we introduce the factor model and the test statistic. Section 3 states the assumption for the data-generating process and the main result on the limiting distribution of the test statistic. In Section 4, a Monte Carlo study shows the finite samples properties of the test statistic. In Section 5 we report results for the empirical applications. Section 6 concludes.

2 Testing for time-varying loadings

Let $X_{it}$ denote the observed data at time $t = 1, \ldots, T$ for observation $i = 1, \ldots, N$. We consider a factor model with $r$ common factors and time-varying factor loadings:

$$X_{it} = \lambda_{it}'F_t + e_{it},$$

where $F_t = (F_{1t}, \ldots, F_{rt})'$ is the $r$-dimensional vector of common factors, and $e_{it}$ is the idiosyncratic error. We assume the factor loadings to be stationary and define the variable:

$$\xi_{it} = \lambda_{it} - \lambda_i,$$

where $\lambda_i = E(\lambda_{it})$ is the mean value of the loadings, and $\xi_{it}$ is a mean-zero stationary random process. The variable $\xi_{it}$ separates the time-varying loadings into a constant part and a time-varying part. The factor model can be written as:

$$X_{it} = \lambda_i'F_t + \xi_{it}'F_t + e_{it}. \quad (1)$$

If the factor loadings are constant over time, the variable $\xi_{it}$ will be zero for all $t$ with zero variance, whereas in the time-varying case, $\xi_{it}$ will have a non-zero variance, $E(\xi_{it}^2) \neq 0$. Under the null hypothesis we therefore assume:

$$H_0 : \ E(\xi_{it}^2) = 0,$$

and we construct a test that can detect non-zero variances of $\xi_{it}$, which corresponds to time-varying factor loadings. To test the null hypothesis, we form a test statistic using estimated factors and residuals. A regression of the squared residuals on the squared factors gives the test statistic $TR_{i}^{2}$, where $R_{i}^{2}$ is the squared correlation coefficient from the regression. The test statistic has a $\chi^2$ limiting distribution with $r$ degrees of freedom under the null of constant loadings.

To develop some intuition for the test, consider the case of a single observed factor, $r = 1$. Define
the vectors $F = (F_1, ..., F_T)'$ and $X_i = (X_{i1}, ..., X_{iT})'$. As we assume in the next section, the sample average of the squared factors converges to a positive definite matrix, $T^{-1} \sum_{t=1}^{T} F_t^2 \xrightarrow{p} \Sigma_F > 0$. Since we can observe the factors, we can consider the OLS estimator for the loadings $\hat{\lambda}_i = (F'F)^{-1} F'X_i$. From (1), we have:

$$\hat{\lambda}_i \approx \lambda_i + \Sigma_F^{-1} T^{-1} \sum_{t=1}^{T} F_t^2 \xi_{it} + \Sigma_F^{-1} T^{-1} \sum_{t=1}^{T} F_te_{it}.$$ 

When $\xi_{it}$ and $e_{it}$ both have limited serial dependence, the last two terms will converge to zero in probability, as both $E(\xi_{it}) = 0$ and $E(e_{it}) = 0$. The residuals from this regression are therefore an estimate of $\xi_{it}F_t + e_{it}$. Define $u_{it} := \xi_{it}F_t + e_{it}$, and consider the second moment of $u_{it}$:

$$E(u^2_{it}) = E(\xi_{it}F_t + e_{it})^2 = E(\xi^2_{it})E(F^2_t) + E(e^2_{it}).$$

With time-varying factor loadings, the loadings variance is non-zero, $E(\xi^2_{it}) \neq 0$, and $u^2_{it}$ and $F^2_t$ will therefore be correlated. This observation shows that a regression of $u^2_{it}$ on $F^2_t$ and a constant can be used to test for time-varying loadings, because the coefficient on $F^2_t$ will be an estimate of the variance of the loadings. Under the null, $E(\xi^2_{it}) = 0$, and the residuals $u_{it}$ will equal to $e_{it}$. A large value of the test statistic is therefore evidence of time-varying factor loadings.

In practice, the test statistic is constructed using estimates of the unobservable quantities $F_t$, $\lambda_i$, and $e_{it}$. The principal components estimator gives estimates of the factors and the constant part of the loadings $(\tilde{F}_t, \tilde{\lambda}_i)$, as well as estimates of the idiosyncratic components, $\tilde{e}_{it} = X_{it} - \tilde{\lambda}_i \tilde{F}_t$. The definition of the estimator is stated in the Appendix. The test statistic is obtained as $TR^2_i$ from the regression of $\tilde{e}^2_{it}$ on the squared principal components and a constant, and we denote this statistic as $LM_i$. The test statistic can be written as:

$$LM_i = T\tilde{D}_i'\tilde{B}_i^{-1}\tilde{D}_i,$$

with

$$\tilde{D}_i = T^{-1} \sum_{t=1}^{T} (\tilde{e}^2_{it} - \tilde{\sigma}^2_{it}) g(\tilde{F}_t\tilde{F}'_t - \tilde{F}'\tilde{F}/T),$$

$$\tilde{B}_i = T^{-1} \sum_{t=1}^{T} [\tilde{e}^2_{it} - \tilde{\sigma}^2_{it}]^2 T^{-1} \sum_{t=1}^{T} g(\tilde{F}_t\tilde{F}'_t - \tilde{F}'\tilde{F}/T)g(\tilde{F}_t\tilde{F}'_t - \tilde{F}'\tilde{F}/T)'.$$

where $g(A)$ denotes the column vector of diagonal elements of a square matrix $A$, and $\tilde{\sigma}^2_{it} = T^{-1} \sum_{t=1}^{T} \tilde{e}^2_{it}$ is the estimator for the variance of $e_{it}$. Theorem 1 in the next section states that the $LM_i$ statistic has a $\chi^2$ limiting distribution with $r$ degrees of freedom under the null hypothesis of constant factor loadings. The $LM_i$ test has power against covariance-stationary forms of variation in the factor loadings, with stationary autoregressions being a leading example. We assume that the number of factor $r$ is known. In practice, the number of factors can be estimated consistently.
under the null of constant loadings, e.g. by the information criteria of Bai and Ng (2002).

3 Assumptions

To establish the limiting distribution of the test statistic, we make a similar set of assumptions as in Bai (2003). Let $\|A\| = [\text{tr}(A'A)]^{1/2}$ denote the norm of matrix $A$. The constant $M \in (0, \infty)$ is common to all assumptions below.

**Assumption A.** $E\|F_t\|^4 \leq M < \infty$, and $T^{-1} \sum_{t=1}^{T} F_t F_t' \xrightarrow{p} \Sigma_F$ for some $r \times r$ positive definite matrix $\Sigma_F$.

**Assumption B.** $\|\lambda_i\| \leq \bar{\lambda} < \infty$, and $\|A'/N - \Sigma_A\| \to 0$ for some positive definite matrix $\Sigma_A$.

**Assumption C.** There exists a positive constant $M < \infty$ such that for all $N$ and $T$:

1. $E(e_{it}) = 0$, $E|e_{it}|^8 \leq M$.
2. $E(e_i^t e_t/N) = E(N^{-1} \sum_{i=1}^{N} e_{is} e_{it}) = \gamma_N(s, t), |\gamma_N(s, s)| \leq M$ for all $s$, and $\sum_{s=1}^{T} |\gamma_N(s, t)| \leq M$ for all $t$.
3. $E(e_{it} e_{jt}) = \tau_{ij,t}$ with $|\tau_{ij,t}| \leq |\tau_{ij}|$ for some $\tau_{ij}$ and for all $t$. In addition $\sum_{j=1}^{N} |\tau_{ij}| \leq M$ for all $i$.
4. $E(e_{it} e_{jt}) = \tau_{ij,ts}$, and $(NT)^{-1} \sum_{i,j=1}^{N} \sum_{t,s=1}^{T} |\tau_{ij,ts}| \leq M$.
5. For every $(s, t)$, $E[N^{-1/2} \sum_{i=1}^{N} (e_{is} e_{it} - E(e_{is} e_{it}))^4] \leq M$.

**Assumption D.** $F_t$ is independent of $e_{is}$ for all $(i, t, s)$.

**Assumption E.** There exists a positive constant $M < \infty$ such that for all $N$ and $T$:

1. For each $t$, 
   \[ E\|(NT)^{-1/2} \sum_{s=1}^{T} \sum_{k=1}^{N} F_k [e_{ks} e_{kt} - E(e_{ks} e_{kt})] \|^2 \leq M, \]
2. For each $t$, 
   \[ E\left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \lambda_i e_{it} \right\|^4 \leq M, \]
3. For each $i$, 
   \[ E\left\| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F_t e_{it} \right\|^2 \leq M, \]
4. For each $i$,

$$E \left\| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} e_{it}(F_tF_t' \otimes F_t') \right\|^2 \leq M.$$

**Assumption F.** The eigenvalues of the $r \times r$ matrix $(\Sigma_A \cdot \Sigma_F)$ are distinct.

Assumptions A and B imply the existence of $r$ common factors. Assumption C allows the idiosyncratic errors to exhibit limited serial correlation and cross-sectional dependence. If $e_{it}$ are i.i.d., Assumption C is satisfied. Assumption D requires the factors and idiosyncratic errors to be independent, but dependence within groups is allowed. In particular, $F_t$ can be serially correlated. Assumptions A-D permit consistent estimation of the factor space $H'F_t$ by the principal components estimator $\tilde{F}_t$, where $H$ is an invertible matrix. The moment conditions in Assumption E are similar to Assumption F in Bai (2003). Assumption F ensures that the rotation matrix $H$ has a unique limit. To study the limit distribution of the test statistic, we impose additional assumptions on the idiosyncratic errors, as well as a central limit theorem.

**Assumption G.**

1. For all $t$, $E(e_{it}) = \sigma_i^2$, $E(e_{it}^4) = \mu_{4,i}$, and $e_{it}$ and $e_{is}$ are independent for $t \neq s$.

2. For each $i$, as $T \to \infty$,

$$B_i^{-1/2} \sqrt{T} D_i \xrightarrow{d} N(0, I_r),$$

where

$$D_i = T^{-1} \sum_{t=1}^{T} (e_{it}^2 - \sigma_i^2)g[H'(F_tF_t' - F'F/T)H],$$

and the asymptotic covariance matrix of $\sqrt{T}D_i$ is:

$$B_i = \text{plim}_{T \to \infty} T^{-1} \sum_{t=1}^{T} E \left[ (e_{it}^2 - \sigma_i^2)^2 g[H'(F_tF_t' - F'F/T)H]g[H'(F_tF_t' - F'F/T)H] \right] > 0.$$

Assumption G implies that the limiting distribution of the infeasible test statistic $TD_iB_i^{-1}D_i'$ is $\chi^2$ with $r$ degrees of freedom. Since the principal components estimator $\tilde{F}_t$ is consistent for a rotation of the factors $H'F_t$, the rotation matrix $H$ appears in the limiting distribution. Under Assumptions A-D and F, Bai (2003) show that $H \xrightarrow{P} Q^{-1}$, where $Q^{-1}$ is an invertible matrix, so $H$ can be replaced by $Q^{-1}$ in Assumption G. However, since the test statistic is based on the $R^2$ from the regression of the squared residuals on the factors, the test statistic is invariant to the scaling of the factors, and the limiting distribution is therefore not affected by rotations of the factors.

The null distribution of the $LM_i$ test statistic is presented in the following theorem.

**Theorem 1.** Under Assumptions A-G and if $N, T \to \infty$ and $\sqrt{T}/N \to 0$, the statistic $LM_i$ has a limiting $\chi^2$ distribution with $r$ degrees of freedom for each $i$. 
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The proof is presented in the Appendix. Theorem 1 states that the $LM_i$ statistic based on the principal components estimates $\tilde{F}_t$ and $\tilde{e}_{it}$ has the same limiting distribution as the statistic based on the population quantities $F_t$ and $e_{it}$. The result follows since $\tilde{D}_i - D_i = O_p(\delta_{NT}^2)$, where $\delta_{NT} = \min\{\sqrt{N}, \sqrt{T}\}$. The rate condition $\sqrt{T}/N \to 0$ ensures that the estimation error in $\tilde{F}_t$ does not affect the limiting distribution of the test statistic, and $\sqrt{T}D_i$ therefore has the same limiting distribution as $\sqrt{T}D_i$. Under Assumption G.1, the asymptotic variance $B_i$ can be consistently estimated by $\tilde{B}_i$, and the $LM_i$ statistics therefore has the same limiting distribution as the statistic obtained from the infeasible regression that uses $F_t$ and $e_{it}$ instead of $\tilde{e}_{it}$ and $\tilde{F}_t$.

3.1 Serially correlated errors

The limiting distribution of the $LM_i$ test statistic is derived under the assumption that $e_{it}$ is i.i.d. (Assumption G.1), while $F_t$ is allowed to exhibit serial correlation. In practice, the idiosyncratic errors can be serially correlated if the factors do not adequately capture the serial correlation in the data. When both the idiosyncratic errors $e_{it}$ and the factors $F_t$ are serially correlated, the asymptotic covariance matrix $B_i$ is not valid. If $e_{it}$ exhibits serial correlation, $e_{it}^2$ will also be serially correlated, and we have:

$$E\left[ g[H'(F_tF_s' - F'F/T)H](e_{it}^2 - \sigma_i^2)(e_{is}^2 - \sigma_i^2)g[H'(F_sF_s' - F'F/T)H]' \right] \neq 0 \quad \text{for} \quad t \neq s.$$

Instead the covariance matrix of $\sqrt{T}B_i$ takes the form:

$$B_i^* = \text{plim}_{T \to \infty} T^{-1} \sum_{t=1}^T \sum_{s=1}^T E\left[ g[H'(F_tF_t' - F'F/T)H](e_{it}^2 - \sigma_i^2)(e_{is}^2 - \sigma_i^2)g[H'(F_sF_s' - F'F/T)H]' \right].$$

The consequence is that the size of the test will be affected. Assumptions A-E are sufficient to ensure that $\tilde{D}_i$ converges to $D_i$, and $D_i$ converges to zero even with serially correlated errors. The asymptotic power of the test is unaffected as serial correlation in $e_{it}$ only affects the asymptotic covariance matrix of $\sqrt{T}D_i$.

To improve the size properties of the $LM_i$ test when Assumption G.1 is violated, the test can be based on GLS estimation of the factor model. By fitting an auxiliary model to the residuals, we can capture the idiosyncratic dynamics in the errors. The estimated dynamics can then be used to perform a GLS transformation of the factor model. The GLS residuals will resemble white noise if the auxiliary model for the errors captures the idiosyncratic dynamics, and the $LM_i$ test based on the GLS transformed model will therefore have better size properties.

We follow Breitung and Tenhofen (2011) and specify individual-specific $AR(p_i)$ models for the idiosyncratic components. After obtaining the initial principal components estimates $\tilde{e}_{it}$ of the idiosyncratic errors, we estimate an $AR(p_i)$ model for the residuals by least squares:

$$\tilde{e}_{it} = \rho_{i,1}\tilde{e}_{i,t-1} + \ldots + \rho_{i,p_i}\tilde{e}_{i,t-p_i} + v_{it}.$$
The individual-specific lag lengths \( p_i \) can be determined by information criteria. Denote the resulting lag polynomial by \( \tilde{\rho}_i(L) \). The GLS transformed model is:

\[
\tilde{\rho}_i(L)x_{it} = \lambda'_i[\tilde{\rho}_i(L)\tilde{F}_t] + e^*_it,
\]

where \( \tilde{F}_t \) is the principal components estimator of the common factors. A new estimate \( \tilde{e}^*_it \) of the residuals is obtained from least squares regression of the GLS transformed model. These residuals are serially uncorrelated if the \( AR(p_i) \) model sufficiently approximates the correlation structure in \( e_{it} \). To test the null hypothesis of constant loadings, the \( LM_i \) statistic is constructed from the GLS residuals \( \tilde{e}^*_it \) and the GLS transformed factors \( \tilde{\rho}_i(L)\tilde{F}_t \). Using the GLS transformed model to construct the \( LM_i \) statistic therefore gives a test statistic that is robust to serial correlation in the errors. The Monte Carlo simulations in the next section show that the GLS based statistic has an actual size very close to the nominal in the presence of serially correlated errors.

4 Small sample properties

We perform a Monte Carlo study to investigate the small sample properties of the test statistic. The simulation design is as follows:

\[
\begin{align*}
X_{it} &= \lambda'_i F_t + e_{it}, & \lambda_i &\sim \text{i.i.d. } U(0,1), \\
(1 - b_{ip}L)(\lambda_{itp} - \lambda_{ip}) &= \eta_{itp}, & \eta_{it} &\sim \text{i.i.d. } N(0, \sigma^2_{ip}(1 - b^2_{ip})), \\
(1 - \alpha L)e_{it} &= v_{it}, & v_{it} &\sim \text{i.i.d. } N(0, (1 - \alpha^2)I_N), \\
F_{tp} &= \rho F_{t-1,p} + u_{tp}, & u_{tp} &\sim \text{i.i.d. } N(0, 1 - \rho^2),
\end{align*}
\]

where \( i = 1, \ldots, N, t = 1, \ldots, T, \) and \( p = 1, \ldots, r \) are factor and loadings indices. We omit the subscript \( p \) when there is no ambiguity. The processes \( \{u_{tp}\}, \{\eta_{it}\}, \) and \( \{v_{it}\} \) are mutually independent. We generate time-variation in the loadings by simulating them as \( AR(1) \)'s independent over \( i \). The constant part of the loadings is \( \lambda_i \sim \text{i.i.d. } U(0,1) \), and the degree of variation is determined by the variance parameter \( \sigma^2_{ip} \), which is the unconditional variance of the factor loadings, \( \sigma^2_{ip} = E(\xi_{ipt}^2) \). The parameters \( \alpha \) and \( \rho \) determine the degree of serial correlation in the idiosyncratic errors and factors, respectively. In our baseline simulations we set \( \alpha = 0 \) and \( \rho = 0 \). We also consider the effect of having \( \alpha \neq 0 \) and \( \rho \neq 0 \), in which case Assumption G.1 is not fulfilled and the asymptotic covariance matrix \( B_i \) is invalid. When computing results, we discard the first 200 observations to avoid any dependence on initial values.

Table 1 shows the empirical sizes of the \( LM_i \) statistic. The results in (a) and (b) are for a model with one and two factors, respectively. The data is generated with \( \alpha = 0, \rho = 0, \) and \( \sigma^2_{ip} = 0, \) such that the loadings are constant, and the model satisfies Assumptions A-G. The rejection frequencies are similar for all \( N \) and \( T \). The empirical sizes are close to the nominal size, but slightly undersized for the majority of the sample sizes. The number of factors does not seem to affect the empirical size of the test. The rejection frequencies are similar in (a) and (b).
Table 2 shows results for a factor model with serial correlation in factors and the idiosyncratic errors, such that Assumption G.1 is violated. We set the parameters to $\alpha = 0.5$ and $\rho = 0.9$. Table 2 (a) reports the empirical sizes of the $LM_i$ test. The test is seen to reject the null hypothesis too frequently when the factors and errors are serially correlated. The empirical size is larger than the nominal for all $N$ and $T$, and the size distortion generally increases with $T$. The results in (b) are for the GLS transformed model. We choose the order of the autoregression for the residuals by AIC. The rejection frequencies are now much closer to the nominal size and the empirical sizes are similar to those in Table 1. The GLS transformation thus works well for correcting for serial correlation in the idiosyncratic errors.

To study the empirical power properties of the $LM_i$ test, we simulate the model with time-varying factor loadings and different degrees of loading variance, $E(\xi_{it}^2) = \sigma_i^2$. The AR-parameter of the loadings is set to $b_i = 0.9$, and the variance parameter is $\sigma_i^2 = (0.1, 0.5, 1, 1.5)$. The other parameters are the same as in Table 1. Figure 1 plots the empirical power of the test for the model with one factor and time-varying factor loadings. Table 3 reports the corresponding rejection frequencies. The rejection frequencies increase monotonically with $\sigma_i^2$ for all combinations of $N$ and $T$, so the larger the difference between the null, $E(\xi_{it}^2) = 0$, and the alternative, the higher is the empirical power. The sample size $T$ is also seen to increase power. The rejection frequencies increase with $T$ for any fixed $\sigma_i^2$ and $N$. The rejection rates approach 1 as $T$ increases for all choices of loadings variance except for $\sigma^2 = 0.1$. In the case with $\sigma^2 = 0.1$, the rejection rates are around 0.35 for $T = 400$. This is, however, a very limited amount of variation in the loadings, and the difference between the null hypothesis and the alternative is small. The cross-section size has a smaller impact on the empirical power, but does tend to increase the rejection frequencies for a given $\sigma^2$ and $T$.

Finally, we repeat the simulations in Figure 1, but with serial correlation in errors and factors, $\alpha = 0.5$ and $\rho = 0.9$. Figure 2 shows the empirical power of the $LM_i$ test, and Figure 3 shows the results for the GLS transformed model. The corresponding tables of rejection frequencies are in Tables 4 and 5, respectively. Serial correlation generally leads to lower rejection frequencies. For $T = 50, \ldots, 200$, the empirical power is lower for the $LM_i$ test compared to the results in Figure 1. For the largest sample size, serial correlation has only a minor impact. The rejection frequencies are close to one when $N$ and $T$ are large. When the $LM_i$ test is based on the GLS transformed model, we see a further reduction in the rejection frequencies. The empirical power in Figure 3 is lower for all sample sizes. Otherwise, the same patterns as in Figure 1 are evident: Power increases with $\sigma^2$ and $T$, whereas $N$ has a smaller effect on the rejection frequencies.

5 Empirical application

We apply our test procedure to two settings. The first is a large dataset of macroeconomic variables for the US, and the second is a dataset of portfolio returns.

The macroeconomic dataset is the FRED-MD database of McCracken and Ng (2015). The
dataset contains 135 monthly variables and includes measures of real activity, prices, money and credit aggregates, interest rates, stock prices, and exchange rates. We perform the same pre-treatment of the data as in McCracken and Ng (2015). Specifically, we difference the non-stationary series to stationarity, and standardize the series to have zero mean and unit variance before extracting principal components. The reader is referred to their paper for a closer variable description and details of the pre-treatment of the series.

We apply our test procedure for the period 1984:2014. Breitung and Eickmeier (2011) test for structural breaks in the factor loadings associated with the Great Moderation using a similar dataset. They find evidence of structural breaks in over half the series in 1984, and argue that it leads to an inflation in the number of factors. Our testing procedure requires the number of factors to be constant over the sample period, and we therefore restrict the sample to 1984:2014, resulting in $T = 372$ observations for each variable. To determine the number of factors, we use the Bai and Ng (2002) $IC_{p1}$ criterion. The number of factors is estimated to be 10, but the criterion is very flat for $r = 7, \ldots, 12$. We therefore consider $r = 7, \ldots, 12$ when testing for time-varying loadings.

Table 6 shows the rejection rates, i.e. the share of the 135 variables for which we reject the null hypothesis. For $r = 10$ factors, the rejection rate is 50%, so for half of the variables we reject the null of constant factor loadings. If we increase or decrease the number of factors, the rejection rates are similar. When we redo the tests based on the GLS transformed model, the rejection rates increase slightly. For $r = 10$ the rejection rate increases to 59%, with a similar increase for the other number of included factors. In Table 7 we report the rejection frequencies for the individual $t$-statistics for the GLS transformed model with 10 factors. The rejection rates are highest for the first three factors with a rejection rate around 40%. For the remaining factors, the test also rejects for a non-trivial share of the variables. If we include more or fewer factors, the rejection rates for the individual $t$-statistics are similar. There is thus substantial evidence of time-varying factor loadings in the macroeconomic series.

For the second application we consider returns on portfolios. The dataset is from Kenneth French’s website and consists of excess returns on 100 portfolios sorted on size and book-to-market. Data descriptions and details on the sorting of portfolios can be found in Fama and French (1993). The data includes $T = 636$ observations and covers 1963:1 to 2015:12. The $IC_{p1}$ criterion results in 6 factors. We also consider $r = 1, \ldots, 5$ as these are common choices in the asset pricing literature.

The results of the tests are shown in Table 8. The rejection rates using the $LM_t$ test are larger than 0.80 for $r = 2, \ldots, 6$ factors, and 0.46 when only a single factor is included. The results based on GLS estimation are similar. The rejection rates are slightly lower, but we still reject for the majority of the variables. The results for the individual $t$-statistics in Table 9 also show high rejection rates. We get similar results for the $t$-statistics with fewer factors included. We thus identify time-varying factor loadings for a large share of the asset portfolios.

This implies that some portfolios have time-varying exposure to the underlying risk factors.

---

1. We have also tried the method of Alessi et al. (2010) to determine the number of factors. The results are very sensitive to the choice of tuning parameters and do not give any clear indication of the number of factors.
2. The method of Alessi et al. (2010) tends to pick 2-4 factors, depending on the choice of tuning parameters.
The estimated factors bear a strong resemblance to the three risk factors of Fama and French (1993): the market excess return, small minus big factor (SMB), and high minus low factor (HML). The squared canonical correlations between the three Fama French factors and the 6 factors in our analysis are 0.993, 0.951, and 0.917, respectively. Bai and Ng (2006) also find that the Fama French factors are strong proxies for systematic risk. They find canonical correlations of 0.992, 0.917, 0.832 for the period 1960-1996.

6 Conclusions

In this paper we propose a simple procedure to test for stationary variations in factor loadings. The test is based on principal components estimation of the factors and is constructed as $TR^2$ from a regression of the squared residuals on the squared factors. We show that under the assumption of an approximate factor model, the limiting distribution of the test statistic is unaffected by the estimation error of the common factors. The test statistic converges to a $\chi^2$ random variable with degrees of freedom equal to the number of factors. The limiting distribution is therefore the same as if the factors could be observed. Furthermore, the test can be based on GLS estimation of the factor model such that serial correlation in the idiosyncratic errors is removed.

When testing for time-varying factor loadings in a large macroeconomic dataset, we find evidence for time-varying factor loadings in around half of the series. When applying the test to returns on portfolios, we find that the factor loadings are time-varying for 80% of the portfolios. These portfolios therefore have a time-varying exposure to the risk embedded in the underlying factors. Furthermore, the factors have a strong relation with the three Fama French factors with squared canonical correlations all larger than 0.90.
Figure 1: Empirical power (average rejection frequencies).

Note: Figures (a)-(f) plot the average rejections frequencies of rejection of the $LM_i$ test for the model with factor loadings variances $\sigma^2 = (0.1, 0.5, 1, 1.5)$. Actual observations are marked with an "x". The lines are piecewise linear interpolations.
Figure 2: Empirical power (average rejection frequencies).
Serially correlated errors – $L_{M_i}$.

(a) $N = 20$

(b) $N = 50$

(c) $N = 100$

(d) $N = 150$

(e) $N = 200$

(f) $N = 400$

Note: Figures (a)-(f) plot the average frequencies of rejection of the $L_{M_i}$ test for the model with factor loadings variances $\sigma^2 = (0.1, 0.5, 1, 1.5)$. The errors and factors are serially correlated with AR-parameters, $\alpha = 0.5$ and $\rho = 0.9$, respectively. Actual observations are marked with an "x". The lines are piecewise linear interpolations.
Figure 3: Empirical power (average rejection frequencies).
Serially correlated errors – $LM_i$–GLS.

(a) $N = 20$
(b) $N = 50$
(c) $N = 100$
(d) $N = 150$
(e) $N = 200$
(f) $N = 400$

Note: Figures (a)-(f) plot the average frequencies of rejection of the $LM_i$ test based on GLS estimation for the model with factor loadings variances $\sigma^2 = (0.1, 0.5, 1, 1.5)$. The errors and factors are serially correlated with AR-parameters, $\alpha = 0.5$ and $\rho = 0.9$, respectively. Actual observations are marked with an “x”. The lines are piecewise linear interpolations.
Table 1: Empirical sizes (average rejection frequencies).

(a) 1 factor

<table>
<thead>
<tr>
<th>N</th>
<th>$T = 50$</th>
<th>$T = 100$</th>
<th>$T = 150$</th>
<th>$T = 200$</th>
<th>$T = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.037</td>
<td>0.040</td>
<td>0.041</td>
<td>0.057</td>
<td>0.043</td>
</tr>
<tr>
<td>50</td>
<td>0.039</td>
<td>0.037</td>
<td>0.048</td>
<td>0.041</td>
<td>0.050</td>
</tr>
<tr>
<td>100</td>
<td>0.036</td>
<td>0.044</td>
<td>0.047</td>
<td>0.044</td>
<td>0.039</td>
</tr>
<tr>
<td>150</td>
<td>0.035</td>
<td>0.043</td>
<td>0.042</td>
<td>0.043</td>
<td>0.044</td>
</tr>
<tr>
<td>200</td>
<td>0.042</td>
<td>0.047</td>
<td>0.039</td>
<td>0.036</td>
<td>0.043</td>
</tr>
<tr>
<td>400</td>
<td>0.035</td>
<td>0.038</td>
<td>0.045</td>
<td>0.040</td>
<td>0.055</td>
</tr>
</tbody>
</table>

(b) 2 factors

<table>
<thead>
<tr>
<th>N</th>
<th>$T = 50$</th>
<th>$T = 100$</th>
<th>$T = 150$</th>
<th>$T = 200$</th>
<th>$T = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.049</td>
<td>0.044</td>
<td>0.051</td>
<td>0.048</td>
<td>0.058</td>
</tr>
<tr>
<td>50</td>
<td>0.043</td>
<td>0.048</td>
<td>0.045</td>
<td>0.039</td>
<td>0.051</td>
</tr>
<tr>
<td>100</td>
<td>0.044</td>
<td>0.039</td>
<td>0.049</td>
<td>0.044</td>
<td>0.053</td>
</tr>
<tr>
<td>150</td>
<td>0.035</td>
<td>0.047</td>
<td>0.044</td>
<td>0.056</td>
<td>0.050</td>
</tr>
<tr>
<td>200</td>
<td>0.048</td>
<td>0.036</td>
<td>0.047</td>
<td>0.044</td>
<td>0.050</td>
</tr>
<tr>
<td>400</td>
<td>0.039</td>
<td>0.040</td>
<td>0.051</td>
<td>0.057</td>
<td>0.055</td>
</tr>
</tbody>
</table>

Note: The table reports the average rejection frequencies of the $LM_i$ test for the factor model with 1 factor (a) and 2 factors (b), and constant factor loadings, $E(\xi^2_t) = 0$. The nominal size is 0.05 and the results are based on 2000 replications.
Table 2: Empirical sizes (average rejection frequencies).
Serially correlated errors.

(a) $LM_i$

<table>
<thead>
<tr>
<th></th>
<th>$T = 50$</th>
<th>$T = 100$</th>
<th>$T = 150$</th>
<th>$T = 200$</th>
<th>$T = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.051</td>
<td>0.073</td>
<td>0.076</td>
<td>0.076</td>
<td>0.095</td>
</tr>
<tr>
<td>50</td>
<td>0.065</td>
<td>0.076</td>
<td>0.077</td>
<td>0.092</td>
<td>0.098</td>
</tr>
<tr>
<td>100</td>
<td>0.068</td>
<td>0.072</td>
<td>0.079</td>
<td>0.076</td>
<td>0.094</td>
</tr>
<tr>
<td>150</td>
<td>0.067</td>
<td>0.075</td>
<td>0.086</td>
<td>0.076</td>
<td>0.092</td>
</tr>
<tr>
<td>200</td>
<td>0.065</td>
<td>0.070</td>
<td>0.100</td>
<td>0.091</td>
<td>0.089</td>
</tr>
<tr>
<td>400</td>
<td>0.070</td>
<td>0.077</td>
<td>0.079</td>
<td>0.082</td>
<td>0.105</td>
</tr>
</tbody>
</table>

(b) $LM_i - GLS$

<table>
<thead>
<tr>
<th></th>
<th>$T = 50$</th>
<th>$T = 100$</th>
<th>$T = 150$</th>
<th>$T = 200$</th>
<th>$T = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.042</td>
<td>0.043</td>
<td>0.033</td>
<td>0.049</td>
<td>0.044</td>
</tr>
<tr>
<td>50</td>
<td>0.035</td>
<td>0.037</td>
<td>0.045</td>
<td>0.045</td>
<td>0.049</td>
</tr>
<tr>
<td>100</td>
<td>0.035</td>
<td>0.040</td>
<td>0.043</td>
<td>0.040</td>
<td>0.052</td>
</tr>
<tr>
<td>150</td>
<td>0.032</td>
<td>0.052</td>
<td>0.042</td>
<td>0.050</td>
<td>0.049</td>
</tr>
<tr>
<td>200</td>
<td>0.033</td>
<td>0.046</td>
<td>0.042</td>
<td>0.046</td>
<td>0.045</td>
</tr>
<tr>
<td>400</td>
<td>0.038</td>
<td>0.036</td>
<td>0.037</td>
<td>0.048</td>
<td>0.050</td>
</tr>
</tbody>
</table>

**Note:** The table reports the average rejection frequencies of the $LM_i$ test for the factor model with 1 factor and constant factor loadings, $E(\xi^2_{it}) = 0$. The errors and factors are serially correlated with AR-parameter $\alpha = 0.5$ and $\rho = 0.9$, respectively. Results in (a) for the $LM_i$ test, and results in (b) are for the GLS transformed model. The nominal size is 0.05 and the results are based on 2000 replications.
Table 3: Empirical power (average rejection frequencies).

<table>
<thead>
<tr>
<th>(a) $N = 20$</th>
<th>(b) $N = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.071</td>
</tr>
<tr>
<td>0.5</td>
<td>0.183</td>
</tr>
<tr>
<td>1.0</td>
<td>0.252</td>
</tr>
<tr>
<td>1.5</td>
<td>0.282</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) $N = 100$</th>
<th>(d) $N = 150$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.089</td>
</tr>
<tr>
<td>0.5</td>
<td>0.246</td>
</tr>
<tr>
<td>1.0</td>
<td>0.335</td>
</tr>
<tr>
<td>1.5</td>
<td>0.384</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(e) $N = 200$</th>
<th>(f) $N = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.068</td>
</tr>
<tr>
<td>0.5</td>
<td>0.247</td>
</tr>
<tr>
<td>1.0</td>
<td>0.358</td>
</tr>
<tr>
<td>1.5</td>
<td>0.423</td>
</tr>
</tbody>
</table>

**Note:** The table reports the average frequencies of rejection of the $LM_i$ test for the model with factor loadings variance $E(\xi_{it}^2) = \sigma^2$. The results are based on 2000 replications.
Table 4: Empirical power (average rejection frequencies)
Serially correlated errors – $LM_i$.

<table>
<thead>
<tr>
<th></th>
<th>(a) $N = 20$</th>
<th></th>
<th>(b) $N = 50$</th>
<th></th>
<th>(c) $N = 100$</th>
<th></th>
<th>(d) $N = 150$</th>
<th></th>
<th>(e) $N = 200$</th>
<th></th>
<th>(f) $N = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T$ 50 100 150 200 400</td>
<td>$T$ 50 100 150 200 400</td>
<td>$T$ 50 100 150 200 400</td>
<td>$T$ 50 100 150 200 400</td>
<td>$T$ 50 100 150 200 400</td>
<td>$T$ 50 100 150 200 400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\sigma^2$</td>
<td></td>
<td>$\sigma^2$</td>
<td></td>
<td>$\sigma^2$</td>
<td></td>
<td>$\sigma^2$</td>
<td></td>
<td>$\sigma^2$</td>
<td></td>
<td>$\sigma^2$</td>
</tr>
<tr>
<td></td>
<td>0.1 0.067 0.092 0.129 0.142 0.252</td>
<td></td>
<td>0.1 0.073 0.110 0.149 0.169 0.272</td>
<td></td>
<td>0.1 0.076 0.108 0.144 0.168 0.277</td>
<td></td>
<td>0.1 0.080 0.113 0.149 0.180 0.316</td>
<td></td>
<td>0.1 0.092 0.126 0.146 0.167 0.318</td>
<td></td>
<td>0.1 0.079 0.117 0.151 0.168 0.281</td>
</tr>
<tr>
<td></td>
<td>0.5 0.109 0.202 0.326 0.406 0.704</td>
<td></td>
<td>0.5 0.125 0.237 0.366 0.460 0.797</td>
<td></td>
<td>0.5 0.128 0.307 0.415 0.531 0.836</td>
<td></td>
<td>0.5 0.127 0.261 0.410 0.554 0.843</td>
<td></td>
<td>0.5 0.125 0.265 0.412 0.513 0.839</td>
<td></td>
<td>0.5 0.132 0.270 0.410 0.533 0.831</td>
</tr>
<tr>
<td></td>
<td>1.0 0.124 0.273 0.378 0.524 0.784</td>
<td></td>
<td>1.0 0.171 0.313 0.469 0.615 0.902</td>
<td></td>
<td>1.0 0.180 0.372 0.537 0.689 0.929</td>
<td></td>
<td>1.0 0.186 0.352 0.540 0.686 0.940</td>
<td></td>
<td>1.0 0.175 0.364 0.540 0.668 0.954</td>
<td></td>
<td>1.0 0.176 0.356 0.553 0.692 0.946</td>
</tr>
<tr>
<td></td>
<td>1.5 0.174 0.309 0.426 0.528 0.809</td>
<td></td>
<td>1.5 0.171 0.359 0.506 0.625 0.905</td>
<td></td>
<td>1.5 0.208 0.401 0.579 0.691 0.949</td>
<td></td>
<td>1.5 0.211 0.377 0.578 0.696 0.952</td>
<td></td>
<td>1.5 0.207 0.396 0.577 0.713 0.953</td>
<td></td>
<td>1.5 0.204 0.405 0.570 0.697 0.961</td>
</tr>
</tbody>
</table>

Note: The table reports the average frequencies of rejection of the $LM_i$ test for the model with factor loadings variance $E(\xi_{it}^2) = \sigma^2$. The errors and factors are serially correlated with AR-parameters, $\alpha = 0.5$ and $\rho = 0.9$, respectively. The results are based on 2000 replications.
Table 5: Empirical power (average rejection frequencies)  
Serially correlated errors – $LM_i$–GLS.

<table>
<thead>
<tr>
<th></th>
<th>(a) $N = 20$</th>
<th></th>
<th>(b) $N = 50$</th>
<th></th>
<th>(c) $N = 100$</th>
<th></th>
<th>(d) $N = 150$</th>
<th></th>
<th>(e) $N = 200$</th>
<th></th>
<th>(f) $N = 400$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>200</td>
<td>400</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>200</td>
<td>400</td>
<td>50</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.032</td>
<td>0.059</td>
<td>0.053</td>
<td>0.074</td>
<td>0.102</td>
<td>0.1</td>
<td>0.048</td>
<td>0.062</td>
<td>0.079</td>
<td>0.075</td>
<td>0.123</td>
</tr>
<tr>
<td>0.5</td>
<td>0.057</td>
<td>0.118</td>
<td>0.172</td>
<td>0.221</td>
<td>0.408</td>
<td>0.5</td>
<td>0.074</td>
<td>0.139</td>
<td>0.211</td>
<td>0.285</td>
<td>0.545</td>
</tr>
<tr>
<td>1.0</td>
<td>0.088</td>
<td>0.181</td>
<td>0.262</td>
<td>0.344</td>
<td>0.574</td>
<td>1.0</td>
<td>0.110</td>
<td>0.236</td>
<td>0.358</td>
<td>0.453</td>
<td>0.759</td>
</tr>
<tr>
<td>1.5</td>
<td>0.100</td>
<td>0.223</td>
<td>0.321</td>
<td>0.389</td>
<td>0.652</td>
<td>1.5</td>
<td>0.124</td>
<td>0.278</td>
<td>0.405</td>
<td>0.507</td>
<td>0.815</td>
</tr>
</tbody>
</table>

Note: The table reports the average frequencies of rejection of the $LM_i$ test based on GLS estimation for the model with factor loadings variance $E(\xi_i^2) = \sigma^2$. The errors and factors are serially correlated with AR-parameters, $\alpha = 0.5$ and $\rho = 0.9$, respectively. The results are based on 2000 replications.
Table 6: Rejection rates for $LM_i$-statistics – macro data.

<table>
<thead>
<tr>
<th>Number of factors: $r$</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>rej % $LM$</td>
<td>0.50</td>
<td>0.50</td>
<td>0.49</td>
<td>0.50</td>
<td>0.58</td>
<td>0.54</td>
</tr>
<tr>
<td>rej % $LM$–GLS</td>
<td>0.55</td>
<td>0.54</td>
<td>0.56</td>
<td>0.59</td>
<td>0.64</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Note: ‘rej % $LM$’ is the rejection rate of the $N$ individual $LM$ statistics, and ‘rej % $LM$–GLS’ is the rejection rates for the GLS transformed model. The significance level is 5%.

Table 7: Rejection rates for $t$-statistics – macro data.

<table>
<thead>
<tr>
<th></th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>rej % $t$–GLS</td>
<td>0.43</td>
<td>0.39</td>
<td>0.38</td>
<td>0.13</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>$F_6$</td>
<td>$F_7$</td>
<td>$F_8$</td>
<td>$F_9$</td>
<td>$F_{10}$</td>
</tr>
<tr>
<td>rej % $t$–GLS</td>
<td>0.28</td>
<td>0.12</td>
<td>0.33</td>
<td>0.26</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Note: ‘rej % $t$–GLS’ is the rejection rate of the $N$ individual $t$-statistics on the 10 factors for the GLS transformed model. The significance level is 5%.

Table 8: Rejection rates for $LM_i$-statistics – portfolio data.

<table>
<thead>
<tr>
<th>Number of factors: $r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>rej % $LM$</td>
<td>0.46</td>
<td>0.82</td>
<td>0.86</td>
<td>0.86</td>
<td>0.83</td>
<td>0.87</td>
</tr>
<tr>
<td>rej % $LM$–GLS</td>
<td>0.46</td>
<td>0.81</td>
<td>0.81</td>
<td>0.80</td>
<td>0.79</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Note: ‘rej % $LM$’ is the rejection rate of the $N$ individual $LM$ statistics, and ‘rej % $LM$–GLS’ is the rejection rates for the GLS transformed model. The significance level is 5%.

Table 9: Rejection rates for $t$-statistics – portfolio data.

<table>
<thead>
<tr>
<th></th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
<th>$F_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>rej % $t$–GLS</td>
<td>0.42</td>
<td>0.56</td>
<td>0.40</td>
<td>0.19</td>
<td>0.32</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Note: ‘rej % $t$–GLS’ is the rejection rate of the $N$ individual $t$-statistics on the 6 factors for the GLS transformed model. The significance level is 5%.
Appendix

Let $X = (X_1, ..., X_T)'$ be the $T \times N$ matrix of observations, and let $V_{NT}$ be the $r \times r$ diagonal matrix of the $r$ largest eigenvalues of $(NT)^{-1}XX'$ in decreasing order. The principal components estimator $\tilde{F}$ is obtained as $\sqrt{T}$ times the eigenvectors corresponding to the largest $r$ eigenvalues of the matrix $XX'$. By the definition of eigenvalues and eigenvectors, we have $(NT)^{-1}XX'\tilde{F} = F V_{NT}$ or $(NT)^{-1}XX'\tilde{F} V_{NT}^{-1} = \tilde{F}$, where $\tilde{F}'\tilde{F}/T = I_r$, and $H = (A^0A^0/N)(F'\tilde{F}/T)V_{NT}^{-1}$ is the $r \times r$ rotation matrix. The following results are based on the identity (see Bai (2003)):

$$\tilde{F}_t - H'F_t = V_{NT}^{-1}\left(T^{-1}\sum_s \tilde{F}_s\gamma_N(s, t) + T^{-1}\sum_s \tilde{F}_s\zeta_{st} + T^{-1}\sum_s \tilde{F}_s\eta_{st} + T^{-1}\sum_s \tilde{F}_s\xi_{st}\right),$$  \hspace{1cm} (A.1)

where

- $\zeta_{st} = e_t e_s/N - \gamma_N(s, t)$,
- $\eta_{st} = F_s^0A^0e_t/N$,
- $\xi_{st} = F_t^0A^0e_s/N$.

Lemma A.3 in Bai (2003) implies that $\|V_{NT}^{-1}\| = O_p(1)$ and $\|H\| = O_p(1)$. We also have $T^{-1}\sum_t \|\tilde{F}_t - H'F_t\|^2 = O_p(\delta_{NT}^{-2})$ from Lemma A.1 in Bai (2003) where $\delta_{NT} = \min\{\sqrt{N}, \sqrt{T}\}$. As stated in Bai and Ng (2002), p 198, $\|\tilde{F}_t - H'F_t\|^2 = O_p(\delta_{NT}^{-2})$ if $\sum_s \gamma_N(s, t)^2 \leq M$ for all $t$, which we show in Lemma 1 below. These results will be used extensively in the following. It should be noted that our Assumptions D and E differ slightly from the corresponding assumptions in Bai (2003), but are still sufficient to arrive at the same results. The proof of Theorem 1 requires the following lemmas.

**Lemma 1.** Under Assumption C, we have for all $t$ and some $M \leq \infty$:

$$\sum_s \gamma_N(s, t)^2 \leq M.$$

**Proof:** As in Bai and Ng (2002), let $\rho(s, t) = \gamma_N(s, t)/[\gamma_N(s, s)\gamma_N(t, t)]^{1/2}$. Then $|\rho(s, t)| \leq 1$. We can write:

$$\sum_s \gamma_N(s, t)^2 = \sum_s \rho(s, t)^2\gamma_N(s, s)\gamma_N(t, t)$$

$$\leq \sum_s |\rho(s, t)||\gamma_N(s, s)\gamma_N(t, t)|^{1/2}|\gamma_N(s, s)|^{1/2}|\gamma_N(t, t)|^{1/2}$$

$$\leq M \sum_s |\rho(s, t)||\gamma_N(s, s)\gamma_N(t, t)|^{1/2} = M \sum_s |\gamma_N(s, t)| \leq M^2,$$

for all $t$ by Assumption C.2.

\[\square\]
Lemma 2. Under Assumptions A-D, the $r \times r$ matrix satisfies
\[
E \left\| \frac{1}{\sqrt{NT}} \sum_{t=1}^{T} \sum_{k=1}^{N} F_t \lambda_k^e e_{kt} \right\|^2 \leq M.
\]

Proof: We can write:
\[
E \left\| \frac{1}{\sqrt{NT}} \sum_{t=1}^{T} \sum_{k=1}^{N} F_t \lambda_k^e e_{kt} \right\|^2 = (NT)^{-1} \sum_{t,s} \sum_{k,l} \text{tr} \left( e_{ts} \lambda_l F_t^t F_t \lambda_k^e e_{kt} \right)
\]
\[
\leq (NT)^{-1} \sum_{t,s} \sum_{k,l} E(e_{ts} e_{kt}) E(F_t^t F_t) \lambda_k^e \lambda_l
\]
\[
\leq \lambda^2 (NT)^{-1} \sum_{t,s} \sum_{k,l} |E(e_{ts} e_{kt})|(E\|F_t\|^2)^{1/2}(\|F_t\|^2)^{1/2}
\]
\[
\leq \lambda^2 M (NT)^{-1} \sum_{t,s} \sum_{k,l} \tau_{kl,ts} \leq M,
\]
which follows from Assumptions C.4 and D.

Lemma 3. Under Assumptions A-E, we have:
\[
T^{-1} \sum_t \|(\hat{F}_s - H' F_t)e_{it}\|^2 = O_p(\delta_{NT}^{-2}).
\]

Proof: From the identity (A.1) we have:
\[
(\hat{F}_t - H' F_t)e_{it} = V_{NT}^{-1} \left( T^{-1} \sum_s \hat{F}_s \gamma_N(s,t)e_{it} + T^{-1} \sum_s \hat{F}_s \zeta e_{it}
\right.
\]
\[
+ T^{-1} \sum_s \hat{F}_s \eta e_{it} + T^{-1} \sum_s \hat{F}_s \xi e_{it} \right).
\]
Using Loève’s inequality gives:
\[
T^{-1} \sum_t \|(\hat{F}_t - H' F_t)e_{it}\|^2 \leq 4 \|V_{NT}^{-1}\|^2 \left( T^{-1} \sum_t \|T^{-1} \sum_s \hat{F}_s \gamma_N(s,t)e_{it}\|^2
\right.
\]
\[
+ T^{-1} \sum_t \|T^{-1} \sum_s \hat{F}_s \zeta e_{it}\|^2 + T^{-1} \sum_t \|T^{-1} \sum_s \hat{F}_s \eta e_{it}\|^2
\]
\[
+ T^{-1} \sum_t \|T^{-1} \sum_s \hat{F}_s \xi e_{it}\|^2 \right) = 4 \|V_{NT}^{-1}\|^2 (I + II + III + IV).
\]
Consider $I$:

$$I = T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s \gamma(s, t) e_{it} \right\|^2 \leq T^{-3} \sum_t \left( \sum_s \| \tilde{F}_s \| \gamma(s, t) \right)^2$$

$$\leq T^{-2} \sum_t e_{it}^2 \left( T^{-1} \sum_s \| \tilde{F}_s \|^2 \right) \left( \sum_s \gamma(s, t)^2 \right) = rT^{-2} \sum_t e_{it}^2 \left( \sum_s \gamma(s, t)^2 \right)$$

$$\leq rMT^{-2} \sum_t e_{it}^2 = O_p(T^{-1}),$$

by Lemma 1, and the fact that $T^{-1} \sum_s \| \tilde{F}_s \|^2 = r$.

For $II$ we have:

$$II = T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s \zeta_{st} e_{it} \right\|^2 \leq T^{-3} \sum_t \left( \sum_s \| \tilde{F}_s \| \zeta_{st} \right)^2$$

$$\leq T^{-2} \sum_t \left( T^{-1} \sum_s \| \tilde{F}_s \|^2 \right) \left( \sum_s \zeta_{st}^2 e_{it}^2 \right) = rT^{-2} \sum_t \sum_s \zeta_{st}^2 e_{it}^2$$

$$= rN^{-1}T^{-2} \sum_t \sum_s \left( N^{-1/2} \sum_i [e_{it} - E(e_{is}e_{it})]^2 e_{it}^2 \right).$$

The last term can be bounded in expectation:

$$E \left( \left\| N^{-1/2} \sum_i [e_{it} - E(e_{is}e_{it})] \right\|^2 e_{it}^2 \right) \leq E \left( N^{-1/2} \sum_i [e_{it} - E(e_{is}e_{it})]^4 e_{it}^4 \right) \leq M^2,$$

for all $s, t$ by Assumptions C.1 and C.5. Thus $II = O_p(N^{-1})$.

For $III$ we have:

$$III = T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s \eta_{st} e_{it} \right\|^2 = N^{-1}T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s F_s' \left( \frac{N' e_t}{\sqrt{N}} \right) e_{it} \right\|^2$$

$$\leq N^{-1}T^{-1} \sum_t \left\| \frac{N' e_t}{\sqrt{N}} e_{it} \right\|^2 \left\| T^{-1} \sum_s \tilde{F}_s F_s' \right\|^2$$

$$\leq N^{-1}T^{-1} \sum_t \left\| \frac{N' e_t}{\sqrt{N}} e_{it} \right\|^2 \left( T^{-1} \sum_s \| \tilde{F}_s \|^2 \right) \left( T^{-1} \sum_s \| F_s \|^2 \right)$$

$$\leq rO_p(1)N^{-1} \left( T^{-1} \sum_t \left\| \frac{N' e_t}{\sqrt{N}} \right\|^4 \right)^{1/2} \left( T^{-1} \sum t e_{it}^4 \right)^{1/2} = O_p(N^{-1}),$$

by Assumption E.2.
For $IV$ we have:

$$IV = T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s \xi_t e_{it} \right\|^2 = N^{-1} T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s F'_t \left( \frac{N' e_s}{\sqrt{N}} \right) e_{it} \right\|^2$$

$$\leq N^{-1} T^{-1} \sum_t \left( T^{-1} \sum_s \|F_s\| \left\| F_t \right\| \left\| \frac{N' e_s}{\sqrt{N}} \right\| e_{it} \right)^2 = N^{-1} T^{-1} \sum_t \|F_t\|^2 e_{it}^2 \left( T^{-1} \sum_s \|F_s\| \left\| \frac{N' e_s}{\sqrt{N}} \right\| \right)^2$$

$$N^{-1} \left( T^{-1} \sum_t \|F_t\|^2 e_{it}^2 \right) \left( T^{-1} \sum_s \|F_s\|^2 \right) \left( T^{-1} \sum_s \left\| \frac{N' e_s}{\sqrt{N}} \right\|^2 \right) = r N^{-1} O_p(1) = O_p(N^{-1}),$$

as $T^{-1} \sum_t \|F_t\|^2 e_{it}^2$ is bounded in expectation. Thus $I + II + III + IV = O_p(T^{-1}) + O_p(N^{-1}) = O_p(\delta^{-2}_{NT}).$

\[ \square \]

**Lemma 4.** Under Assumptions A-E, we have:

$$T^{-1} \sum_t \| (\tilde{F}_s - H F_t) F'_t \|^2 = O_p(\delta^{-2}_{NT}).$$

**Proof:** From the identity (A.1) we have:

$$(\tilde{F}_t - H F_t) F'_t = V_{NT}^{-1} \left( T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t) F'_t + T^{-1} \sum_s \tilde{F}_s \xi_t F'_t \right)$$

$$+ T^{-1} \sum_s \tilde{F}_s \eta_st F'_t + T^{-1} \sum_s \tilde{F}_s \xi_t F'_t \right).$$

Using Loève’s inequality gives:

$$T^{-1} \sum_t \| (\tilde{F}_t - H F_t) F'_t \|^2 \leq 4 \|V_{NT}^{-1}\|^2 \left( T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t) F'_t\|^2 \right)$$

$$+ T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \xi_t F'_t\|^2 + T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \eta_st F'_t\|^2$$

$$+ T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \xi_t F'_t\|^2 \right) = 4 \|V_{NT}^{-1}\|^2 (I + II + III + IV).$$

Consider $I$:

$$I = T^{-1} \sum_t \left\| T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t) F'_t \right\|^2 \leq T^{-3} \sum_t \left( \sum_s \|\tilde{F}_s\| \gamma_N(s,t) \|F_t\| \right)^2$$

$$\leq T^{-2} \sum_t \|F_t\|^2 \left( T^{-1} \sum_s \|\tilde{F}_s\|^2 \right) \left( \sum_s \gamma_N(s,t)^2 \right) \leq rMT^{-2} \sum_t \|F_t\|^2 = O_p(T^{-1}),$$

by Lemma 1 and Assumption A.
For $II$ we have:

$$II = T^{-1} \sum_t \left| T^{-1} \sum_s \tilde{F}_s \zeta_t F_t' \right|^2 \leq T^{-3} \sum_t \left( \sum_s \left| \tilde{F}_s \zeta_t ||F_t|| \right|^2 \right)$$

$$\leq T^{-1} \sum_t \left| F_t \right|^2 \left( T^{-1} \sum_s ||\tilde{F}_s||^2 \right) \left( T^{-1} \sum_s \zeta_{st}^2 \right)$$

$$= rN^{-1} T^{-1} \sum_t \left| F_t \right|^2 \left( T^{-1} \sum_s \left| Z_{st} \right|^2 \right) \left( T^{-1} \sum_s ||F_s||^2 \right)$$

$$= rO_p(N^{-1})$$

by Assumptions A and C.5.

For $III$ we have:

$$III = T^{-1} \sum_t \left| T^{-1} \sum_s \tilde{F}_s \eta_{st} F_t' \right|^2 = N^{-1} T^{-1} \sum_t \left| T^{-1} \sum_s \tilde{F}_s F_t' \left( N^{-1/2} \Lambda' e_t F_t' \right) \right|^2$$

$$\leq N^{-1} T^{-1} \sum_t \left| N^{-1/2} \Lambda' e_t F_t' \right|^2 \left| T^{-1} \sum_s \tilde{F}_s F_t' \right|^2$$

$$\leq N^{-1} T^{-1} \sum_t \left| N^{-1/2} \Lambda' e_t F_t' \right|^2 \left( T^{-1} \sum_s ||\tilde{F}_s||^2 \right) \left( T^{-1} \sum_s ||F_s||^2 \right)$$

$$= rO_p(1) N^{-1} T^{-1} \sum_t \left| N^{-1/2} \Lambda' e_t F_t' \right|^2$$

The last term can be bounded in expectation:

$$T^{-1} \sum_t E \left| N^{-1/2} \Lambda' e_t F_t' \right|^2 = T^{-1} \sum_t \sum_s E(e_{st} e_{kt}) \lambda_s \lambda_k E(F_t' F_t)$$

$$\leq \lambda^2 T^{-1} \sum_t \sum_s E(F_t')^2 N^{-1} \sum_s \sum_k |E(e_{st} e_{kt})| \leq \lambda^2 T^{-1} \sum_t \sum_k |\tau_{tk}|$$

$$\leq \lambda^2 MT^{-1} \sum_t \sum_k |\tau_{tk}| = O_p(1)$$

by Assumptions A, B, and C.3. Thus, $III = O_p(N^{-1})$.

For $IV$ we have:

$$IV = T^{-1} \sum_t \left| T^{-1} \sum_s \tilde{F}_s \xi_{st} F_t' \right|^2 = N^{-1} T^{-1} \sum_t \left| T^{-1} \sum_s \tilde{F}_s F_t' \left( \frac{\Lambda' e_s}{\sqrt{N}} \right) F_t' \right|^2$$

$$\leq N^{-1} T^{-1} \sum_t \left( T^{-1} \sum_s \left| \tilde{F}_s \right| ||F_t|| \left| ||F_t||^{\frac{\Lambda' e_s}{\sqrt{N}}} \right| \right)^2$$

$$= N^{-1} T^{-1} \sum_t ||F_t||^4 \left( T^{-1} \sum_s \left| \tilde{F}_s \right| \left| \frac{\Lambda' e_s}{\sqrt{N}} \right| \right)^2$$

$$\leq N^{-1} \left( T^{-1} \sum_t ||F_t||^4 \right) \left( T^{-1} \sum_s \left| \tilde{F}_s \right|^2 \right) \left( T^{-1} \sum_s \left| \frac{\Lambda' e_s}{\sqrt{N}} \right|^2 \right)$$

$$= rN^{-1} O_p(1) = O_p(N^{-1})$$
by Assumptions A and E.2. Thus $I + II + III + IV = O_p(T^{-1}) + O_p(N^{-1}) = O_p(\delta_{NT}^{-2})$. 

\[ \square \]

**Lemma 5.** Under Assumptions A-E, we have:

$$ T^{-1} \sum_t \|(\tilde{F}_t - H'F_t)\tilde{F}_t'\|^2 = O_p(\delta_{NT}^{-2}). $$

**Proof:** From the identity (A.1) we have:

$$ (\tilde{F}_t - H'F_t)\tilde{F}_t' = V_{NT}^{-1} \left( T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t)\tilde{F}_t' + T^{-1} \sum_s \tilde{F}_s \zeta_{st} \tilde{F}_t' ight) + T^{-1} \sum_t \left( T^{-1} \sum_s \tilde{F}_s \eta_{st} \tilde{F}_t' \right). $$

Using Loève’s inequality gives:

$$ T^{-1} \sum_t \|(\tilde{F}_t - H'F_t)\tilde{F}_t'\|^2 \leq 4\|V_{NT}^{-1}\|^2 \left( T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t)\tilde{F}_t'\|^2 ight) + T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \zeta_{st} \tilde{F}_t'\|^2 + T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \eta_{st} \tilde{F}_t'\|^2 + T^{-1} \sum_t \left( T^{-1} \sum_s \tilde{F}_s \zeta_{st} \tilde{F}_t'\right) = 4\|V_{NT}^{-1}\|^2 (I + II + III + IV). $$

Consider $I$:

$$ I = T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \gamma_N(s,t)\tilde{F}_t'\|^2 \leq T^{-3} \sum_t \left( \sum_s \|\tilde{F}_s\| \|\gamma_N(s,t)\| \|\tilde{F}_t\| \right)^2 $$

$$ \leq T^{-2} \sum_t \|\tilde{F}_t\|^2 \left( T^{-1} \sum_s \|\tilde{F}_s\|^2 \right) \left( \sum_s \gamma_N(s,t)^2 \right) \leq r^2 MT^{-1} = O_p(T^{-1}), $$

by Lemma 1.

For $II$ we have:

$$ II = T^{-1} \sum_t \|T^{-1} \sum_s \tilde{F}_s \zeta_{st} \tilde{F}_t'\|^2 \leq T^{-3} \sum_t \left( \sum_s \|\tilde{F}_s\| \|\zeta_{st}\| \|\tilde{F}_t\| \right)^2 $$

$$ \leq T^{-1} \sum_t \|\tilde{F}_t\|^2 \left( T^{-1} \sum_s \|\tilde{F}_s\|^2 \right) \left( T^{-1} \sum_s \zeta_{s,t}^2 \right) $$

$$ = r^2 N^{-1} \left( T^{-1} \sum_s |N^{-1/2} \sum_i (e_{it}e_{is} - E(e_{it}e_{is}))|^2 \right) = O_p(N^{-1}), $$

by Assumption C.5.
For $III$ we have:

$$III = T^{-1} \sum_{t} \|T^{-1} \sum_{s} \tilde{F}_s \eta_{st} \tilde{F}_t'\|^2 \leq T^{-1} \sum_{t} \|\tilde{F}_t\|^2 \left(T^{-1} \sum_{s} \|\tilde{F}_s\| \eta_{st}\right)^2$$

$$\leq \left(T^{-1} \sum_{t} \|\tilde{F}_t\|^2\right) \left(T^{-1} \sum_{s} \|\tilde{F}_s\|^2\right) \left(T^{-1} \sum_{s} \eta_{st}^2\right)$$

$$= r^2 T^{-1} \sum_{s} \eta_{st}^2.$$  

The last term is bounded in expectation:

$$T^{-1} \sum_{s} E(N^{-1} F_s' \Lambda' e_t)^2 \leq N^{-1} E \|N^{-1/2} \Lambda' e_t\|^2 T^{-1} \sum_{s} E \|F_s\|^2 = N^{-1} O_p(1),$$

by Assumption E.2, so $III$ is $O_p(N^{-1})$.

For $IV$ we have:

$$IV = T^{-1} \sum_{t} \|T^{-1} \sum_{s} \tilde{F}_s \xi_{st} \tilde{F}_t'\|^2 = N^{-1} T^{-1} \sum_{t} \left\| T^{-1} \sum_{s} \tilde{F}_s \left( N^{-1/2} F_t' \Lambda' e_s \right) \tilde{F}_t' \right\|^2$$

$$= N^{-1} T^{-1} \sum_{t} \left\| T^{-1} \sum_{s} \tilde{F}_s \left( N^{-1/2} e_s' \Lambda F_t \right) \tilde{F}_t' \right\|^2$$

$$\leq N^{-1} \left(T^{-1} \sum_{t} \|F_t \tilde{F}_t\|^2\right) \left(T^{-1} \sum_{s} \|\tilde{F}_s\|^2\right) \left(T^{-1} \sum_{s} \|N^{-1/2} e_s' \Lambda\|^2\right)$$

$$\leq 2 r O_p(1) N^{-1} \left(T^{-1} \sum_{t} \|F_t (\tilde{F}_t - H' F_t')\|^2\right) + 2 r O_p(1) N^{-1} \left(T^{-1} \sum_{t} \|F_t F_t' H\|^2\right)$$

$$= O_p(N^{-1} \delta_{NT}^{-2}) + O_p(N^{-1}) = O_p(N^{-1}),$$

from Lemma 4 above. Thus $I + II + III + IV = O_p(T^{-1}) + O_p(N^{-1}) = O_p(\delta_{NT}^{-2}).$

\[\square\]

**Lemma 6.** Under Assumptions A-E we have:

$$T^{-1} \sum_{t} (\tilde{F}_t - H' F_t) e_{it} F_t F_t' = O_p(\delta_{NT}^{-2}).$$
Proof: From the identity (A.1) we have:

\[
T^{-1} \sum_t (\tilde{\Phi}_t - H'F_t)e_{it}F_t' = V^{-1}_{NT} \left( T^{-2} \sum_t \sum_s \tilde{\Phi}_s \gamma_N(s,t)e_{it}F_t' + T^{-2} \sum_t \sum_s \tilde{\Phi}_s \epsilon_{it}e_{it}F_t' \right.
\]

\[
+ T^{-2} \sum_t \sum_s \tilde{\Phi}_s \eta_{it}e_{it}F_t' + T^{-2} \sum_t \sum_s \tilde{\Phi}_s \zeta_{it}e_{it}F_t') \bigg) = V^{-1}_{NT}(I + II + III + IV).
\]

For I we can write:

\[
I = T^{-2} \sum_t \sum_s (\tilde{\Phi}_s - H'F_s)\gamma_N(s,t)e_{it}F_t' + T^{-2} \sum_t \sum_s H'F_s \gamma_N(s,t)e_{it}F_t'.
\]

The first term is bounded by:

\[
T^{-2} \sum_s \|\tilde{\Phi}_s - H'F_s\| \left( \sum_s \gamma_N(s,t)^2 \right)^{1/2} \left( \sum_s e_{it}^2 \|F_t\|^4 \right)^{1/2}
\]

\[
\leq T^{-1/2} \left( T^{-1} \sum_s \|\tilde{\Phi}_s - H'F_s\|^2 \right)^{1/2} \left( T^{-1} \sum_s \sum_t \gamma_N(s,t)^2 T^{-1} \sum_t e_{it}^2 \|F_t\|^4 \right)^{1/2}
\]

\[
= T^{-1/2}O_p(\delta_{NT}^{-1})O_p(1),
\]

where \(O_p(1)\) follows as \(E(e_{it}^2)E\|F_t\|^4 = O_p(1)\) by Assumptions A and C.1, and from \(\sum_s \gamma_N(s,t)^2 \leq M\) for all \(t\) by Lemma 1.

The second term can be bounded in expectation (ignore \(H\)):

\[
T^{-2} \sum_t \sum_s |\gamma_N(s,t)|E|e_{it}|(E\|F_s\|^2)^{1/2}(E\|F_t\|^4)^{1/2} \leq MT^{-2} \sum_t \sum_s |\gamma_N(s,t)| = O_p(T^{-1}),
\]

from Assumption C.2. Thus \(I\) is \(O_p(T^{-1/2}\delta_{NT}^{-1})\).

For II we write:

\[
T^{-2} \sum_t \sum_s (\tilde{\Phi}_s - H'F_s)\zeta_{it}e_{it}F_t' + T^{-2} \sum_t \sum_s H'F_s \zeta_{it}e_{it}F_t'.
\]

The first term is bounded by:

\[
T^{-2} \sum_s \|\tilde{\Phi}_s - H'F_s\| \|\sum_t \zeta_{it}e_{it}F_t'\| \leq \left( T^{-1} \sum_s \|\tilde{\Phi}_s - H'F_s\|^2 \right)^{1/2} \left( T^{-3} \sum_s \|\sum_t \zeta_{it}e_{it}F_t'\|^2 \right)^{1/2}
\]

\[
\leq N^{-1/2}O_p(\delta_{NT}^{-1}) \left( T^{-2} \sum_s \sum_t |N^{-1/2} \sum_k (e_{ks} e_{kt} - E(e_{ks} e_{kt}))|^{2} T^{-1} \sum_t e_{it}^2 \|F_t\|^4 \right)^{1/2}
\]

\[
= N^{-1/2}O_p(\delta_{NT}^{-1})O_p(1),
\]
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by Assumption C.5.

For the second term we have:

$$\frac{1}{\sqrt{NT}} T^{-1} \sum_t \left( \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s [e_{ks} e_{kt} - E(e_{ks} e_{kt})] \right) e_{it} F_t F'_t$$

$$\leq \frac{1}{\sqrt{NT}} \left( T^{-1} \sum_t \left\| \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s [e_{ks} e_{kt} - E(e_{ks} e_{kt})] \right\|^2 \right)^{1/2} \left( T^{-1} \sum_t e_{it}^2 \| F_t \|^4 \right)^{1/2}$$

$$= O_p \left( \frac{1}{\sqrt{NT}} \right) O_p(1),$$

from Assumption E.1. Thus $II$ is $O_p(N^{-1/2} \delta^{-1}_{NT}).$

We rewrite $III$ as:

$$T^{-2} \sum_t \sum_s \left( \tilde{F}_s - H' F_s \right) \eta_{st} e_{it} F_t F'_t + H' T^{-2} \sum_t \sum_s F_s \eta_{st} e_{it} F_t F'_t.$$

For the first term, we write:

$$N^{-1/2} T^{-2} \sum_s \left( \tilde{F}_s - H' F_s \right) F'_s \sum_t \left( \frac{N' e_t}{\sqrt{N}} \right) e_{it} F_t F'_t$$

$$\leq N^{-1/2} \left( T^{-1} \sum_t \left\| \left( \tilde{F}_s - H' F_s \right) F'_s \right\|^2 \right)^{1/2} \left( T^{-3} \sum_s \sum_t \left( \frac{N' e_t}{\sqrt{N}} \right) e_{it} F_t F'_t \right)^{1/2}.$$ 

The first parenthesis is $O_p(\delta^{-1}_{NT})$ by Lemma 4. The term inside the second parenthesis is bounded by:

$$T^{-1} \sum_t \left( T^{-1} \sum_s \left\| \frac{N' e_t}{\sqrt{N}} \right\|^2 \right) \left( T^{-1} \sum_t e_{it}^2 \| F_t \|^4 \right) = O_p(1),$$

by Assumption E.2. The first term is thus $N^{-1/2} O_p(\delta^{-1}_{NT}).$

The second term can be written as:

$$\left( T^{-1} \sum_s F_s F'_s \right) \left( N^{-1} T^{-1} \sum_t \sum_k \lambda_k e_{kt} e_{it} F_t F'_t \right).$$

The first parenthesis is $O_p(1)$, and the second is bounded in expectation by:

$$N^{-1} T^{-1} \sum_t \sum_k \lambda_k E(e_{kt} e_{it}) E \| F_t \|^2 \leq \bar{\lambda} N^{-1} T^{-1} \sum_t \sum_k |\tau_{ik}| = O_p(N^{-1}),$$

by Assumption C.3, and $III$ is thus $O_p(N^{-1/2} \delta^{-1}_{NT}).$
We rewrite \( IV \) as:

\[
T^{-2} \sum_t \sum_s \tilde{F}_s \eta_t e_{it} F_t F_t' = T^{-2} \sum_t \sum_s \tilde{F}_s (F_t' N e_s / N) e_{it} F_t F_t' = T^{-2} \sum_t \sum_s \tilde{F}_s (e'_s \Lambda / N) F_t e_{it} F_t F_t'
\]

\[
= T^{-2} \sum_t \sum_s (\tilde{F}_s - H' F_s) (e'_s \Lambda / N) F_t e_{it} F_t F_t' + H' T^{-2} \sum_t \sum_s F_s (e'_s \Lambda / N) F_t e_{it} F_t F_t'.
\]

The first term is bounded by:

\[
N^{-1/2} T^{-2} \sum_s \| \tilde{F}_s - H' F_s \| \| N^{-1/2} e'_s \Lambda \| \sum_t |e_{it}| \| F_t \|^3 
\]

\[
\leq N^{-1/2} \left( T^{-1} \sum_s \| \tilde{F}_s - H' F_s \|^2 \right)^{1/2} \left( T^{-1} \sum_s \| N^{-1/2} e'_s \Lambda \|^2 \right)^{1/2} T^{-1} \sum_t |e_{it}| \| F_t \|^3,
\]

which is \( N^{-1/2} O_p(\delta_{NT}^{-1}) \).

For the second term we write:

\[
\frac{1}{\sqrt{NT}} \left( \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s e_{ks} \lambda'_k \right) \left( T^{-1} \sum_t F_t e_{it} F_t F_t' \right) = O_p \left( \frac{1}{\sqrt{NT}} \right),
\]

by Lemma 2. Thus \( IV \) is \( O_p(N^{-1/2} \delta_{NT}^{-1}) \). We therefore have that \( I + II + III + IV = O_p(N^{-1/2} \delta_{NT}^{-1}) + O_p(T^{-1/2} \delta_{NT}^{-1}) = O_p(\delta_{NT}^{-2}). \)

\[\square\]

**Lemma 7.** Under Assumptions A-E we have:

\[
T^{-1} \sum_t (\tilde{F}_t - H' F_t) e_{it}^2 F_t' = O_p(\delta_{NT}^{-2}).
\]

**Proof:** From the identity (A.1) we have:

\[
T^{-1} \sum_t (\tilde{F}_t - H' F_t) e_{it}^2 F_t' = V_{NT}^{-1} \left( T^{-2} \sum_t \sum_s \tilde{F}_s \gamma_N(s, t) e_{it}^2 F_t' + T^{-2} \sum_t \sum_s \tilde{F}_s \zeta_{st} e_{it}^2 F_t' \right)
\]

\[
+ T^{-2} \sum_t \sum_s \tilde{F}_s \gamma_N(s, t) e_{it}^2 F_t' + T^{-2} \sum_t \sum_s \tilde{F}_s \zeta_{st} e_{it}^2 F_t'
\]

\[
= V_{NT}^{-1} (I + II + III + IV).
\]

We rewrite \( I \) as:

\[
T^{-2} \sum_t \sum_s \tilde{F}_s \gamma_N(s, t) e_{it}^2 F_t' = T^{-2} \sum_t \sum_s (\tilde{F}_s - H' F_s) \gamma_N(s, t) e_{it}^2 F_t' + H' T^{-2} \sum_t \sum_s F_s \gamma_N(s, t) e_{it}^2 F_t'.
\]
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The first term is bounded by:

\[
T^{-2} \sum_s \| \tilde{F}_s - H'F_s \| \sum_t |\gamma_N(s, t)| e_{it}^2 \| F_t \| \\
\leq T^{-2} \sum_s \| \tilde{F}_s - H'F_s \| \left( \sum_t |\gamma_N(s, t)|^2 \right)^{1/2} \left( \sum_t e_{it}^4 \| F_t \| ^2 \right)^{1/2} \\
\leq T^{-1/2} \left( T^{-1} \sum_s \| \tilde{F}_s - H'F_s \|^2 \right)^{1/2} \left( T^{-1} \sum_s \sum_t |\gamma_N(s, t)|^2 T^{-1} \sum_t e_{it}^4 \| F_t \|^2 \right)^{1/2} \\
= T^{-1/2} O_p(\delta_{NT}^{-1}),
\]

by Assumptions A and C.1 and Lemma 1.

The second term is bounded in expectation by:

\[
T^{-2} \sum_t \sum_s |\gamma_N(s, t)| \| F_t \|^2 \leq \left( T^{-1} \sum_s \sum_t |\gamma_N(s, t)| \| F_t \|^2 \right)^{1/2} \left( E \| F_s \|^2 \right)^{1/2} \\
\leq MT^{-1} \left( T^{-1} \sum_t \sum_s |\gamma_N(s, t)| \right) = O_p(T^{-1}),
\]

by Assumption C.2. Thus I is \( T^{-1/2} O_p(\delta_{NT}^{-1}) \).

For II we have:

\[
T^{-2} \sum_t \sum_s \tilde{F}_s \zeta_{st} e_{it}^2 F'_t = T^{-2} \sum_t \sum_s (\tilde{F}_s - H'F_s) \zeta_{st} e_{it}^2 F'_t + H'T^{-2} \sum_t \sum_s F_s \zeta_{st} e_{it}^2 F'_t.
\]

The first term is bounded by:

\[
T^{-2} \sum_s \| \tilde{F}_s - H'F_s \| \sum_t \zeta_{st} e_{it}^2 \| F'_t \| \leq \left( T^{-1} \sum_s \| \tilde{F}_s - H'F_s \|^2 \right)^{1/2} \left( T^{-3} \sum_s \sum_t \zeta_{st} e_{it}^2 \| F'_t \|^2 \right)^{1/2} \\
\leq N^{-1/2} O_p(\delta_{NT}^{-1}) \left( T^{-2} \sum_s \sum_t |N^{-1/2} \sum_k |e_{ks} e_{kt} - E(e_{ks} e_{kt})| \| F'_t \|^2 \right)^{1/2} \\
= N^{-1/2} O_p(\delta_{NT}^{-1}),
\]

by Assumption C.5.
The second term is:

\[
\frac{1}{\sqrt{NT}} T^{-1} \sum_t \left( \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s[e_{ks}e_{kt} - E(e_{ks}e_{kt})] \right) e_{it}^2 F_t'
\]

\[
\leq \frac{1}{\sqrt{NT}} \left( T^{-1} \sum_t \left\| \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s[e_{ks}e_{kt} - E(e_{ks}e_{kt})] \right\| \right)^{1/2} \left( T^{-1} \sum_t e_{it}^4 \| F_t \|^2 \right)^{1/2}
\]

\[
= \mathcal{O}_p \left( \frac{1}{\sqrt{NT}} \right) \mathcal{O}_p(1),
\]

by Assumption E.1, so II is \( \mathcal{O}_p(N^{-1/2}\delta_{NT}^{-1}) \).

For III we have:

\[
T^{-2} \sum_t \sum_s \tilde{F}_s \eta_{st} e_{it}^2 F_t' = T^{-2} \sum_t \sum_s (\tilde{F}_s - H'F_s) \eta_{st} e_{it}^2 F_t' + H'T^{-2} \sum_t \sum_s F_s \eta_{st} e_{it}^2 F_t'.
\]

We write the first term as:

\[
N^{-1/2} \left( T^{-1} \sum_s (\tilde{F}_s - H'F_s) F_s' \right) \left( T^{-1} \sum_t \left( \frac{\Lambda' e_t}{\sqrt{N}} \right) e_{it}^2 F_t' \right).
\]

By Lemma B.2 in Bai (2003), the first parenthesis is \( \mathcal{O}_p(\delta_{NT}^{-2}) \). The second parenthesis is bounded by:

\[
\left( T^{-1} \sum_t \left\| \frac{\Lambda' e_t}{\sqrt{N}} \right\|^2 \right)^{1/2} \left( T^{-1} \sum_t e_{it}^4 \| F_t \|^2 \right)^{1/2} = \mathcal{O}_p(1),
\]

by Assumption E.2. The first term of III is thus \( N^{-1/2} \mathcal{O}_p(\delta_{NT}^{-2}) \).

The second term can be written as:

\[
\left( T^{-1} \sum_s F_s F_s' \right) \left( T^{-1} N^{-1} \sum_k \lambda_k e_{kt} F_t' e_{it}^2 \right).
\]

The first parenthesis is \( \mathcal{O}_p(1) \). We can bound the second parenthesis in expectation:

\[
\frac{1}{\sqrt{NT}} E \left( \frac{1}{\sqrt{NT}} \sum_k \lambda_k e_{kt} F_t' e_{it}^2 \right)^2
\]

\[
\leq \frac{1}{\sqrt{NT}} \left( E \left\| \frac{1}{\sqrt{NT}} \sum_k \lambda_k e_{kt} F_t' \right\|^2 \right)^{1/2} = \mathcal{O}_p \left( \frac{1}{\sqrt{NT}} \right).
\]

by Lemma 2. Thus III is \( \mathcal{O}_p(N^{-1/2}\delta_{NT}^{-1}) \).
For the IV we can write:

\[ T^{-2} \sum_t \sum_s \tilde{F}_s \xi_{st} \epsilon_t^2 F_t' = T^{-2} \sum_t \sum_s \tilde{F}_s (F_t' e_s / N) \epsilon_t^2 F_t' = T^{-2} \sum_t \sum_s \tilde{F}_s (\epsilon_s' \Lambda / N) F_t \epsilon_t^2 F_t' \]

\[ = T^{-2} \sum_t \sum_s (\tilde{F}_s - H'F_s) (\epsilon_s' \Lambda / N) F_t \epsilon_t^2 F_t' + H'T^{-2} \sum_t \sum_s F_s (\epsilon_s' \Lambda / N) F_t \epsilon_t^2 F_t'. \]

The first term is bounded by:

\[ \frac{1}{\sqrt{NT}} \left( \frac{1}{\sqrt{NT}} \sum_s \sum_k F_s e_{sk} \lambda_k' \right) \left( T^{-1} \sum_t F_t \epsilon_t^2 F_t' \right) \leq O_p \left( \frac{1}{\sqrt{NT}} \right), \]

by Lemma 2, and IV is therefore \( O_p(N^{-1/2} \delta_{NT}^{-1}) \). Collecting results thus gives that \( I + II + III + IV = O_p(N^{-1/2} \delta_{NT}^{-1}) + O_p(T^{-1/2} \delta_{NT}^{-1}) = O_p(\delta_{NT}^{-1}) \).

\[ \square \]

**Lemma 8.** Under Assumptions A-D, we have:

a. \( \| T^{-1} (\tilde{F} - FH)' e_i \|^2 = O_p(\delta_{NT}^{-2}) \),

b. \( \| T^{-1} (\tilde{F} - FH)' F \|^2 = O_p(\delta_{NT}^{-2}) \),

c. \( \| T^{-1} (\tilde{F} - FH)' \tilde{F} \|^2 = O_p(\delta_{NT}^{-2}) \).

**Proof:** For a we have:

\[ \| T^{-1} (\tilde{F} - FH)' e_i \|^2 = \| T^{-1} \sum_t (\tilde{F}_t - H'F_t) e_{it} \|^2 \]

\[ \leq \left( T^{-1} \sum_t \| \tilde{F}_t - H'F_t \|^2 \right) \left( T^{-1} \sum_t \epsilon_{it}^2 \right) = O_p(\delta_{NT}^{-2}) O_p(1), \]

as \( T^{-1} \sum_t \epsilon_{it}^2 = O_p(1) \) by Assumption C.1. The proof of b and c follows in the same way by using \( T^{-1} \sum_t \| F_t \|^2 = O_p(1) \) and \( T^{-1} \sum_t \| \tilde{F}_t \|^2 = r \).

\[ \square \]

**Lemma 9.** Under Assumptions A-E, we have:
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For the second term we have:

\[ \| \tilde{\lambda}_i - H^{-1}\lambda_i \|^2 = O_p(\delta_{NT}^{-2}). \]

**Proof:** Following in Bai (2003), p 165, we can write \( \tilde{\lambda}_i - H^{-1}\lambda_i \) as:

\[ \tilde{\lambda}_i - H^{-1}\lambda_i = T^{-1} \tilde{F}'(FH - \tilde{F})H^{-1}\lambda_i + T^{-1}(\tilde{F} - FH)'e_i + T^{-1}H'F'e_i. \]

The norm is thus bounded by:

\[
\| \tilde{\lambda}_i - H^{-1}\lambda_i \|^2 \leq 3\|T^{-1} \tilde{F}'(FH - \tilde{F})H^{-1}\lambda_i \|^2 + 3\|T^{-1}(\tilde{F} - FH)'e_i \|^2 + 3\|T^{-1}H'F'e_i \|^2
\]

\[ = O_p(\delta_{NT}^{-2}), \]

which follows from Lemmas 8.a and 8.c, and since \( \|T^{-1}F'e_i \|^2 = T^{-1}\|T^{-1/2}F'e_i \|^2 = T^{-1}O_p(1) \) by Assumption E.3.

\[ \square \]

**Lemma 10.** Under Assumptions A-E we have for all \( t \):

a. \( \tilde{e}_{it} = e_{it} + O_p(\delta_{NT}^{-1}) \),

b. \( \tilde{C}_{it} = C_{it} + O_p(\delta_{NT}^{-1}) \).

**Proof:** We start with a. We can write the principal components residual as:

\[ \tilde{e}_{it} = x_{it} - (\tilde{\lambda}_i - H^{-1}\lambda_i)'\tilde{F}_t - \lambda_i'(H^{-1})'\tilde{F}_t \]

\[ = x_{it} - (\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t) - (\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t - \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t) - \lambda_i'(H^{-1})'H'F_t \]

\[ = x_{it} - \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t) - (\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t - \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t) \]

\[ = e_{it} - (\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t) - (\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t - \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t). \]

(A.2)

For the second term we have:

\[ |(\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t)| \leq \| \tilde{\lambda}_i - H^{-1}\lambda_i \| \| \tilde{F}_t - H'F_t \| = O_p(\delta_{NT}^{-1})O_p(\delta_{NT}^{-1}), \]

by Lemma 9. The third term is bounded by:

\[ |(\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t| \leq \| \tilde{\lambda}_i - H^{-1}\lambda_i \| \| H \| \| F_t \| = O_p(\delta_{NT}^{-1})O_p(1)O_p(1), \]

by Lemma 9 and Assumption A. The last term is bounded by:

\[ |\lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)| \leq \| \lambda_i \| \| H^{-1} \| \| \tilde{F}_t - H'F_t \| = O_p(1)O_p(1)O_p(\delta_{NT}^{-1}), \]
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by Assumption B. We thus have that:

\[ \tilde{e}_{it} = e_{it} + O_p(\delta_{NT}^{-1}). \]

The proof of \( b \) follows immediately by noting:

\[ \tilde{C}_{it} - C_{it} = \tilde{\lambda}_i \tilde{F}_t - \lambda_i' F_t = (x_{it} - \lambda_i' F_t) - (x_{it} - \tilde{\lambda}_i' \tilde{F}_t) = e_{it} - \tilde{e}_{it} = O_p(\delta_{NT}^{-1}). \]

\[ \square \]

**Lemma 11.** Under Assumptions A-E we have

\[ T^{-1} \sum_t \tilde{e}_{it}^2 = T^{-1} \sum_t e_{it}^2 + O_p(\delta_{NT}^{-2}). \]

**Proof:** We can write \( T^{-1} \sum_t \tilde{e}_{it}^2 \) as:

\[
T^{-1} \sum_t \tilde{e}_{it}^2 = T^{-1} \sum_t (x_{it} - \tilde{C}_{it})^2 = T^{-1} \sum_t (x_{it} - C_{it} + C_{it} - \tilde{C}_{it})^2 \\
= T^{-1} \sum_t (x_{it} - C_{it})^2 + T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 + 2T^{-1} \sum_t e_{it}(C_{it} - \tilde{C}_{it})e_{it} \\
= T^{-1} \sum_t e_{it}^2 + T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 + 2T^{-1} \sum_t (C_{it} - \tilde{C}_{it})e_{it}.
\]

We start with \( T^{-1} \sum_t (C_{it} - \tilde{C}_{it})e_{it} \). Using (A.2) we can write:

\[
T^{-1} \sum_t (C_{it} - \tilde{C}_{it})e_{it} = -T^{-1} \sum_t (\tilde{\lambda}_i + H^{-1}\lambda_i)'(\tilde{F}_t - H' F_t)e_{it} - T^{-1} \sum_t (\tilde{\lambda}_i - H^{-1}\lambda_i)'H' F_t e_{it} \\
- T^{-1} \sum_t \lambda_i'(H^{-1})'(\tilde{F}_t - H' F_t)e_{it}.
\]

For the first term we write:

\[-T^{-1} \sum_t (\tilde{\lambda}_i + H^{-1}\lambda_i)'(\tilde{F}_t - H' F_t)e_{it} = -(\tilde{\lambda}_i + H^{-1}\lambda_i)'T^{-1} \sum_t (\tilde{F}_t - H' F_t)e_{it}.\]

Bai (2003), p 165, shows that \( (\tilde{\lambda}_i + H^{-1}\lambda_i) = O_p(T^{-1/2}) \), and Lemma B.1, also in Bai (2003), states that \( T^{-1} \sum_t (\tilde{F}_t - H' F_t)e_{it} = O_p(\delta_{NT}^{-2}). \) The first term is thus \( O_p(T^{-1/2})O_p(\delta_{NT}^{-2}). \)

The second term is

\[-T^{-1} \sum_t (\tilde{\lambda}_i - H^{-1}\lambda_i)'H' F_t e_{it} = -(\tilde{\lambda}_i - H^{-1}\lambda_i)'HT^{-1} \sum_t F_t e_{it} = O_p(T^{-1/2})O_p(T^{-1/2}),\]

again from Bai (2003), p 165 and Assumption E.3.
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The last term is:

\[-T^{-1} \sum_t \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)e_{it} = -\lambda_i'(H^{-1})'T^{-1} \sum_t (\tilde{F}_t - H'F_t)e_{it} = O_p(\delta_{NT}^{-2}),\]

by Assumption B and Lemma B.1 in Bai (2003). Thus \(T^{-1} \sum_t (C_{it} - \tilde{C}_{it})e_{it} = O_p(T^{-1/2})O_p(\delta_{NT}^{-2}) + O_p(T^{-1/2})O_p(T^{-1/2}) + O_p(\delta_{NT}^{-2}) = O_p(\delta_{NT}^{-2}).\)

For \(T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2\) we again use (A.2). By Loève’s inequality we get:

\[T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 = T^{-1} \sum_t ((\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t) + (\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t + \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t))^2 \leq 3T^{-1} \sum_t \|(\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t)\|^2 + 3T^{-1} \sum_t \|(\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t\|^2 + 3T^{-1} \sum_t \|\lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)\|^2.\]

The first term is:

\[T^{-1} \sum_t \|(\tilde{\lambda}_i - H^{-1}\lambda_i)'(\tilde{F}_t - H'F_t)\|^2 \leq \|\tilde{\lambda}_i - H^{-1}\lambda_i\|^2T^{-1} \sum_t \|\tilde{F}_t - H'F_t\|^2 = O_p(\delta_{NT}^{-2})O_p(\delta_{NT}^{-2}),\]

by Lemma 9.

The second term is:

\[T^{-1} \sum_t \|(\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_t\|^2 \leq \|\tilde{\lambda}_i - H^{-1}\lambda_i\|^2\|H\|^2T^{-1} \sum_t \|F_t\|^2 = O_p(\delta_{NT}^{-2}),\]

by Lemma 9 and Assumption A.

The last term is:

\[T^{-1} \sum_t \|\lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)\|^2 \leq \|\lambda_i\|^2\|H^{-1}\|^2T^{-1} \sum_t \|\tilde{F}_t - H'F_t\|^2 = O_p(\delta_{NT}^{-2}),\]

by Assumption B. We thus have \(T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 = O_p(\delta_{NT}^{-2}).\)

\[\square\]

**Lemma 12.** Under Assumptions A-E and if \(T/N^2 \to 0\), we have:

\[T^{-1} \sum_t \tilde{e}_{it}^4 = T^{-1} \sum_t e_{it}^4 + O_p(T/N^2) + O_p(\delta_{NT}^{-1}).\]
Proof: We can write $T^{-1} \sum_t \tilde{e}_it^4$ as:

$$T^{-1} \sum_t \tilde{e}_it^4 = T^{-1} \sum_t (x_{it} - \tilde{C}_{it})^4 = T^{-1} \sum_t (x_{it} - C_{it} + C_{it} - \tilde{C}_{it})^4$$

$$= T^{-1} \sum_t (e_{it} + C_{it} - \tilde{C}_{it})^4 = T^{-1} \sum_t e_{it}^4 + T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^4$$

$$+ 6T^{-1} \sum_t e_{it}^2 (C_{it} - \tilde{C}_{it})^2 + 4T^{-1} \sum_t e_{it}^3 (C_{it} - \tilde{C}_{it}) + 4T^{-1} \sum_t e_{it} (C_{it} - \tilde{C}_{it})^3$$

$$= T^{-1} \sum_t e_{it}^4 + I + II + III + IV.$$

Using Loève’s inequality, $I$ can be written as:

$$T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^4 = T^{-1} \sum_t \left[ (\tilde{\lambda}_i - H^{-1} \lambda_i)'(\tilde{F}_t - H'F_t) + (\tilde{\lambda}_i - H^{-1} \lambda_i)'H'F_t + \lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t) \right]^4$$

$$\leq 27T^{-1} \sum_t [(\tilde{\lambda}_i - H^{-1} \lambda_i)'(\tilde{F}_t - H'F_t)]^4 + 27T^{-1} \sum_t [(\tilde{\lambda}_i - H^{-1} \lambda_i)'H'F_t]^4$$

$$+ 27T^{-1} \sum_t [\lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)]^4.$$

The first term is bounded by:

$$T^{-1} \sum_t [(\tilde{\lambda}_i - H^{-1} \lambda_i)'(\tilde{F}_t - H'F_t)]^4 \leq ||\tilde{\lambda}_i - H^{-1} \lambda_i||^4 \max_t ||\tilde{F}_t - H'F_t||^2 T^{-1} \sum_t ||\tilde{F}_t - H'F_t||^2$$

$$= O_p(\delta_{NT}^{-4})O_p(\delta_{NT}^{-2}) \max_t ||\tilde{F}_t - H'F_t||^2.$$

By Proposition 2 in Bai (2003), $\max_t ||\tilde{F}_t - H'F_t||^2 = O_p(T^{-1}) + O_p(T/N)$, so the term is $O_p(\delta_{NT}^{-6})(O_p(T^{-1}) + O_p(T/N))$.

The second term is:

$$T^{-1} \sum_t [(\tilde{\lambda}_i - H^{-1} \lambda_i)'H'F_t]^4 \leq ||\tilde{\lambda}_i - H^{-1} \lambda_i||^4 ||H||^4 T^{-1} \sum_t ||F_t||^4 = O_p(\delta_{NT}^{-4}),$$

by Lemma 9 and Assumption A.

The third term is:

$$T^{-1} \sum_t [\lambda_i'(H^{-1})'(\tilde{F}_t - H'F_t)]^4 \leq ||\lambda_i||^4 ||H^{-1}||^4 T^{-1} \sum_t ||\tilde{F}_t - H'F_t||^4$$

$$\leq O_p(1) \max_t ||\tilde{F}_t - H'F_t||^2 T^{-1} \sum_t ||\tilde{F}_t - H'F_t||^2$$

$$= [O_p(T^{-1}) + O_p(T/N)]O_p(\delta_{NT}^{-2}).$$
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Now $O_p(T^{-1}) + O_p(T/N)O_p(\delta_{NT}^{-2}) = O_p(T^{-1}) + O_p(T/N^2)$, so $I = O_p(T^{-1}) + O_p(T/N^2)$.

For $II$ we have:

$$T^{-1} \sum_t e_{it}^2(C_{it} - \tilde{C}_{it})^2 = T^{-1} \sum_t e_{it}^2 \left[ (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'(\tilde{F}_i - H'F_i) + (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'H'F_i 
+ \lambda'_{i}(H^{-1}_i)'(\tilde{F}_i - H'F_i) e_{it} 
+ (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'H'F_i e_{it} + \lambda'_{i}(H^{-1}_i)'(\tilde{F}_i - H'F_i) e_{it} \right]^2$$

$$\leq 3T^{-1} \sum_t \| (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'(\tilde{F}_i - H'F_i) e_{it} \|^2 + 3T^{-1} \sum_t \| \lambda'_{i}(H^{-1}_i)'(\tilde{F}_i - H'F_i) e_{it} \|^2.$$

The first term is bounded by:

$$T^{-1} \sum_t \| (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'(\tilde{F}_i - H'F_i) e_{it} \|^2 \leq \| \tilde{\lambda}_i - H^{-1}_i\lambda_i \|^2 T^{-1} \sum_t \| (\tilde{F}_i - H'F_i) e_{it} \|^2$$

$$= O_p(\delta_{NT}^{-2})O_p(\delta_{NT}^{-2}),$$

by Lemmas 3 and 9.

The second term is:

$$T^{-1} \sum_t \| (\tilde{\lambda}_i - H^{-1}_i\lambda_i)'H'F_i e_{it} \|^2 \leq \| \tilde{\lambda}_i - H^{-1}_i\lambda_i \|^2 H' T^{-1} \sum_t \| F_i e_{it} \|^2 = O_p(\delta_{NT}^{-2})O_p(1),$$

as the last term is bounded in expectation $T^{-1} \sum_t E\| F_i e_{it} \|^2 \leq T^{-1} \sum_t E\| F_i \|^2 E(e_{it}^2)$

$$\leq T^{-1} \sum_t M = O_p(1).$$

The third term is:

$$T^{-1} \sum_t \| \lambda'_{i}(H^{-1}_i)'(\tilde{F}_i - H'F_i) e_{it} \|^2 \leq \| \lambda_i \|^2 \| H^{-1} \|^2 \| (\tilde{F}_i - H'F_i) e_{it} \|^2 = O_p(1)O_p(\delta_{NT}^{-2}),$$

by Assumption B and Lemma 3. So $II = O_p(\delta_{NT}^{-2}).$

The term $III$ can be written as:

$$T^{-1} \sum_t e_{it}^3(C_{it} - \tilde{C}_{it}) \leq \left( T^{-1} \sum_t e_{it}^6 \right)^{1/2} \left( T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 \right)^{1/2} = O_p(\delta_{NT}^{-1}),$$

since $E(e_{it}^6) \leq M$, and the second term was shown to be $O_p(\delta_{NT}^{-2})$ in the proof of Lemma 11.
For IV we have:

\[
T^{-1} \sum_t e_{it}(C_{it} - \tilde{C}_{it})^3 \leq \left( T^{-1} \sum_t e_{it}^2(C_{it} - \tilde{C}_{it})^2 \right)^{1/2} \left( T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^4 \right)^{1/2} = \left( O_p(\delta_{NT}^{-2}) \right)^{1/2} \left( O_p(T^{-1}) + O_p(T/N^2) \right)^{1/2} = O_p(\delta_{NT}^{-2}),
\]

which follows from I and II. We now have that \( I + II + III + IV = O_p(T^{-1}) + O_p(T/N^2) + O_p(\delta_{NT}^{-2}) + O_p(\delta_{NT}^{-1}) + O_p(\delta_{NT}^{-2}) = O_p(T/N^2) + O_p(\delta_{NT}^{-1}). \)

\[ \square \]

Lemma 13. Under Assumptions A-E:

a. \( T^{-1} \sum_t \tilde{F}_t \tilde{F}_t' \tilde{e}_{it}^2 - T^{-1} \sum_t \tilde{F}_t \tilde{F}_t' \tilde{e}_{it}^2 = O_p(\delta_{NT}^{-2}), \)

b. \( T^{-1} \sum_t \tilde{F}_t \tilde{F}_t' \tilde{e}_{it}^2 - T^{-1} \sum_t H'F_t \tilde{F}_t' \tilde{e}_{it}^2 = O_p(\delta_{NT}^{-2}). \)

Proof: As in the proof of 11, we use that \( \tilde{e}_{it}^2 = e_{it}^2 + (C_{it} - \tilde{C}_{it})^2 + 2(C_{it} - \tilde{C}_{it})e_{it}. \) We can therefore write a as:

\[
T^{-1} \sum_t \tilde{F}_t (\tilde{e}_{it}^2 - e_{it}^2) \tilde{F}_t' = T^{-1} \sum_t \tilde{F}_t (C_{it} - \tilde{C}_{it})^2 \tilde{F}_t' + 2T^{-1} \sum_t \tilde{F}_t (C_{it} - \tilde{C}_{it}) e_{it} \tilde{F}_t'.
\]

For the first term we have:

\[
T^{-1} \sum_t \tilde{F}_t (C_{it} - \tilde{C}_{it})^2 \tilde{F}_t' \leq T^{-1} \sum_t \| (C_{it} - \tilde{C}_{it}) \tilde{F}_t' \|^2 = \sum_t \| (\tilde{\lambda}_i - H^{-1} \lambda_i)'(\tilde{F}_t - H'F_t) \tilde{F}_t' + (\tilde{\lambda}_i - H^{-1} \lambda_i)' H'F_t \tilde{F}_t' + \lambda_i(H^{-1})'(\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 \leq 3T^{-1} \sum_t \| (\tilde{\lambda}_i - H^{-1} \lambda_i)'(\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 + 3T^{-1} \sum_t \| (\tilde{\lambda}_i - H^{-1} \lambda_i)' H'F_t \tilde{F}_t' \|^2 + 3T^{-1} \sum_t \| \lambda_i(H^{-1})'(\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 = I + II + III.
\]

We can bound I by:

\[
\| \tilde{\lambda}_i - H^{-1} \lambda_i \|^2 T^{-1} \sum_t \| (\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 = O_p(\delta_{NT}^{-2})O_p(\delta_{NT}^{-2}),
\]

by Lemmas 5 and 9 .
For \( II \) we can write:

\[
T^{-1} \sum_t \| (\tilde{\lambda}_t - H^{-1}\lambda_t)' H' F_t \tilde{F}_t' \|^2 \leq \| \tilde{\lambda}_t - H^{-1}\lambda_t \|^2 \| H \|^2 T^{-1} \sum_t \| F_t \tilde{F}_t' \|^2 \\
\leq \| \tilde{\lambda}_t - H^{-1}\lambda_t \|^2 \| H \|^2 T^{-1} \sum_t \| F_t(\tilde{F}_t - H'F_t)' + F_tF_t'H \|^2 \\
\leq 2\| \tilde{\lambda}_t - H^{-1}\lambda_t \|^2 \| H \|^2 T^{-1} \sum_t \| F_t(\tilde{F}_t - H'F_t)' \|^2 \\
+ 2\| \tilde{\lambda}_t - H^{-1}\lambda_t \|^2 \| H \|^4 T^{-1} \sum_t \| F_t \|^4 = O_p(\delta_{NT}^{-2})O_p(\delta_{NT}^{-2}) + O_p(\delta_{NT}^{-2})O_p(1) = O_p(\delta_{NT}^{-2}),
\]

from Lemmas 4 and 9, and Assumption A.

For \( III \) we have:

\[
T^{-1} \sum_t \| \lambda'_t(H^{-1})' (\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 \leq \| \lambda_t \|^2 \| H^{-1} \|^2 T^{-1} \sum_t \| (\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 = O_p(\delta_{NT}^{-2}),
\]

by Lemma 5, so we have \( T^{-1} \sum_t \tilde{F}_t(C_{it} - \tilde{C}_{it})^2 \tilde{F}_t' = O_p(\delta_{NT}^{-4}) + O_p(\delta_{NT}^{-2}) = O_p(\delta_{NT}^{-2}). \)

For the second term we write:

\[
T^{-1} \sum_t \tilde{F}_t(C_{it} - \tilde{C}_{it})e_{it} \tilde{F}_t' = T^{-1} \sum_t (\tilde{F}_t - H'F_t)(C_{it} - \tilde{C}_{it})e_{it} \tilde{F}_t' \\
+ T^{-1} \sum_t H'F_t(C_{it} - \tilde{C}_{it})e_{it}(\tilde{F}_t - H'F_t)' + T^{-1} \sum_t H'F_t(C_{it} - \tilde{C}_{it})e_{it}F_tF_t'H.
\]

We can bound \( T^{-1} \sum_t (\tilde{F}_t - H'F_t)(C_{it} - \tilde{C}_{it})e_{it} \tilde{F}_t' \) by:

\[
\left( T^{-1} \sum_t (C_{it} - \tilde{C}_{it})^2 e_{it}^2 \right)^{1/2} \left( T^{-1} \sum_t \| (\tilde{F}_t - H'F_t) \tilde{F}_t' \|^2 \right)^{1/2} = O_p(\delta_{NT}^{-1})O_p(\delta_{NT}^{-1}),
\]

which follows as the term in the first parenthesis was shown to be \( O_p(\delta_{NT}^{-2}) \) in the proof of Lemma 12, and the term in the second parenthesis is also \( O_p(\delta_{NT}^{-2}) \) by Lemma 5. By similar calculations we also get \( T^{-1} \sum_t H'F_t(C_{it} - \tilde{C}_{it})e_{it}(\tilde{F}_t - H'F_t)' = O_p(\delta_{NT}^{-2}). \)

For \( T^{-1} \sum_t H'F_t(C_{it} - \tilde{C}_{it})e_{it}F_tF_t'H \) we can write (ignore \( H \) as it is \( O_p(1) \)):

\[
T^{-1} \sum_t F_t(C_{it} - \tilde{C}_{it})e_{it}F_t' = T^{-1} \sum_t F_t \left[ (\tilde{\lambda}_t + H^{-1}\lambda_t)' (\tilde{F}_t - H'F_t) + (\tilde{\lambda}_t - H^{-1}\lambda_t)' H'F_t \right] \\
+ \lambda'_t(H^{-1})' (\tilde{F}_t - H'F_t) e_{it}F_t' = T^{-1} \sum_t F_t(\tilde{\lambda}_t + H^{-1}\lambda_t)' (\tilde{F}_t - H'F_t)e_{it}F_t' \\
+ T^{-1} \sum_t F_t(\tilde{\lambda}_t - H^{-1}\lambda_t)' H'F_t e_{it}F_t' + T^{-1} \sum_t F_t \lambda'_t(H^{-1})' (\tilde{F}_t - H'F_t)e_{it}F_t'.
\]
The first term is bounded by:

\[
\|\tilde{\lambda}_i + H^{-1}\lambda_i\| \left( T^{-1} \sum_t (\tilde{F}_t - H'F_t)e_{it}\|2 \right) \right)^{1/2} \left( T^{-1} \sum_t \|F_t\|^4 \right)^{1/2} 
\]

\[
= O_p(T^{-1/2})(\delta_{NT}^-)O_p(1) = O_p(\delta_{NT}^-),
\]

by Lemmas 3 and 9.

For the second term we apply the vec operator:

\[
T^{-1} \sum_t \left( vec[F_t(\tilde{\lambda}_i - H^{-1}\lambda_i)'H'F_te_{it}F_t'] \right)' = T^{-1} \sum_t \left( e_{it}(F_tF_t' \otimes F_t)e_{it}(\tilde{\lambda}_i - H^{-1}\lambda_i)'H' \right)'
\]

\[
= T^{-1} \sum_t (\tilde{\lambda}_i - H^{-1}\lambda_i)'H'(F_tF_t' \otimes F_t)e_{it} = T^{-1/2}(\tilde{\lambda}_i - H^{-1}\lambda_i)'H' \left( T^{-1/2} \sum_t (F_tF_t' \otimes F_t)e_{it} \right)
\]

\[
= O_p(T^{-1/2})O_p(T^{-1/2}) = O_p(T^{-1}),
\]

by Assumption E.4.

For the third term we can write:

\[
T^{-1} \sum_t \chi_i'(H^{-1})'(\tilde{F}_t - H'F_t)e_{it}F_tF_t' = \chi_i'(H^{-1})' \left( T^{-1} \sum_t (\tilde{F}_t - H'F_t)e_{it}F_tF_t' = O_p(1)O_p(\delta_{NT}^-), \right.
\]

by Assumption B and Lemma 6. We therefore have that $a$ is $O_p(\delta_{NT}^-) + O_p(T^{-1}) + O_p(\delta_{NT}^-) = O_p(\delta_{NT}^-)$.

For $b$ we can write:

\[
T^{-1} \sum_t \tilde{F}_t\tilde{F}_t'e_{it}^2 - T^{-1} \sum_t H'F_tF_tF_t'H e_{it}^2 = T^{-1} \sum_t (\tilde{F}_t\tilde{F}_t' - H'F_tF_tF_t'H)e_{it}^2
\]

\[
= T^{-1} \sum_t \left( (\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t) \right)e_{it}^2
\]

\[
= T^{-1} \sum_t (\tilde{F}_t - H'F_t)\tilde{F}_t'e_{it}^2 + T^{-1} \sum_t H'F_t(\tilde{F}_t - H'F_t)e_{it}^2
\]

\[
= T^{-1} \sum_t (\tilde{F}_t - H'F_t)(\tilde{F}_t - H'F_t)'e_{it}^2 + T^{-1} \sum_t (\tilde{F}_t - H'F_t)F_tF_t'H e_{it}^2 + T^{-1} \sum_t H'F_t(\tilde{F}_t - F_tF_t'H)'e_{it}^2.
\]

From Lemma 7, the last two terms are $O_p(\delta_{NT}^-)$. The first term is bounded by:

\[
\|T^{-1} \sum_t (\tilde{F}_t - H'F_t)e_{it}e_{it}(\tilde{F}_t - H'F_t)\| \leq T^{-1} \sum_t (\tilde{F}_t - H'F_t)e_{it}^2 = O_p(\delta_{NT}^-),
\]

from Lemma 3. Thus $b$ is $O_p(\delta_{NT}^-)$.

\[\square\]
**Proof of Theorem 1:** The proof consists of two steps. First we show that \( \hat{D}_i = D_i + O_p(\delta_{NT}^{-2}) \). This implies that \( \sqrt{T} \hat{D}_i \) has the same limiting distribution as \( \sqrt{T} D_i \) if \( \sqrt{T}/N \to 0 \). The second step shows that \( \hat{B}_i \) is a consistent estimator for \( B_i \), and this implies that \( T \hat{D}_i \hat{B}_i^{-1} \hat{D}_i' \) has a \( \chi^2 \) distribution with \( r \) degrees of freedom from Assumption G.

First consider \( \hat{D}_i = T^{-1} \sum_{t=1}^{T} (\hat{e}_{it}^2 - \tilde{\sigma}_i^2) g(\hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T) \). We can ignore \( \tilde{\sigma}_i^2 \) as \( T^{-1} \sum_{t=1}^{T} g(\hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T) = 0 \). We will show that the \( r \times r \) matrix \( T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 (\hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T) \) matrix converges to \( T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 (H' F_t F_t' H - H' F' F H / T) \), and this will imply that \( \hat{D}_i \) converges to \( D_i \) as the \( g(\hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T) \) is the vector of diagonal elements of \( \hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T \). We can write:

\[
T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 (\hat{F}_t \hat{F}_t' - \hat{F}' \hat{F} / T) = T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 \hat{F}_t \hat{F}_t' - T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 \hat{F}' \hat{F} / T.
\]

From Lemma 13 we have:

\[
T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 \hat{F}_t \hat{F}_t' = T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 H' F_t F_t' H + O_p(\delta_{NT}^{-2}).
\]

From Lemma 11 we have that \( T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 = T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 + O_p(\delta_{NT}^{-2}) \), and for \( \hat{F}' \hat{F} / T \) we have:

\[
\hat{F}' \hat{F} / T = \hat{F}' (\hat{F} - F H) / T + (\hat{F} - F H)' F H / T + H' F' F H / T
\]

\[
= H' F' F H / T + O_p(\delta_{NT}^{-2}),
\]

from Lemmas B.2 and B.3 in Bai (2003), so \( T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 \hat{F}' \hat{F} / T = T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 H' F' F H / T + O_p(\delta_{NT}^{-2}) \), and we therefore have that \( \hat{D}_i = D_i + O_p(\delta_{NT}^{-2}) \).

Next we need to show that \( \hat{B}_i \) is a consistent estimator for \( B_i \). Under Assumption G.1 and as \( F_t \) and \( e_{it} \) are assumed to be independent, we have that:

\[
B_i = \text{plim}_{T \to \infty} T^{-1} \sum_{t=1}^{T} E \left[ (e_{it}^2 - \sigma_i^4)^2 g[H'(F_t F_t' - F' F / T) H] g[H'(F_t F_t' - F' F / T) H]' \right]
\]

\[
= \text{plim}_{T \to \infty} T^{-1} \sum_{t=1}^{T} E (e_{it}^2 - \sigma_i^4)^2 \left[ g[H'(F_t F_t' - F' F / T) H] g[H'(F_t F_t' - F' F / T) H]' \right]
\]

\[
= (\mu_{4,i} - \sigma_i^4) \text{plim}_{T \to \infty} T^{-1} \sum_{t=1}^{T} E \left[ g[H'(F_t F_t' - F' F / T) H] g[H'(F_t F_t' - F' F / T) H]' \right].
\]

From Lemma 11 we have that \( \hat{\sigma}_i^2 = T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^2 = T^{-1} \sum_{t=1}^{T} e_{it}^2 + O_p(\delta_{NT}^{-2}) \), so \( \sigma_i^4 \) can be consistently estimated by \( \hat{\sigma}_i^4 \). Lemma 12 states that \( T^{-1} \sum_{t=1}^{T} \hat{e}_{it}^4 = T^{-1} \sum_{t=1}^{T} e_{it}^4 + O_p(T/N^2) + O_p(\delta_{NT}^{-1}) \), so
\[ T^{-1} \sum_{t} e_{it}^2 \] is consistent for \( \mu_{A,i} \). As the final step we show that

\[
T^{-1} \sum_{t} g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T)g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T)'
\]

\[
= T^{-1} \sum_{t=1}^{T} g[H'(F_t F_t' - F' F/T)H]g[H'(F_t F_t' - F' F/T)H]'
\]

\[ + O_p(\delta^{-1}_N) \]

which will imply that \( \tilde{B}_t \) is consistent for \( B_t \).

We can write \( g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T) \) as:

\[
g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T) = g[(\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t)' + H'F_t'H_t - \tilde{F}' \tilde{F}/T]
\]

\[ = g[(\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t)'] + g[H'F_t'H_t - \tilde{F}' \tilde{F}/T]
\]

\[ + g[H'F_t'H - H'F'FH/T]
\]

\[ + g[H'F'FH/T - \tilde{F}' \tilde{F}/T].
\]

We therefore get:

\[
T^{-1} \sum_{t} g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T)g(\tilde{F}_t \tilde{F}_t' - \tilde{F}' \tilde{F}/T)'
\]

\[ = T^{-1} \sum_{t} g[H'F_t F_t'H - H'F'FH/T]g[H'F_t F_t'H - H'F'FH/T]'
\]

\[ + T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t)'] g[(\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t)']'
\]

\[ + T^{-1} \sum_{t} g[H'F_t'H - H'F'FH/T]g[H'F'H - \tilde{F}' \tilde{F}/T]
\]

\[ + 2T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{F}_t' + H'F_t(\tilde{F}_t - H'F_t)'] g[H'F_t'H - H'F'FH/T]'
\]

\[ + 2T^{-1} \sum_{t} g[H'F_t'H - H'F'FH/T]g[H'F'H - \tilde{F}' \tilde{F}/T]
\]

\[ + 2T^{-1} \sum_{t} g[H'F_t F_t'H - H'F'FH/T]g[H'F'H - \tilde{F}' \tilde{F}/T]
\]

\[ = T^{-1} \sum_{t} g[H'F_t F_t'H - H'F'FH/T]g[H'F_t F_t'H - H'F'FH/T]' + I + II + III + IV + IV.
\]

We start with \( I \). Recalling that \( g(A) \) is the vector of diagonal elements of \( A \), we have for any square matrix \( A \):

\[ \|g(A)\|^2 = g(A)'g(A) \leq vec(A)'vec(A) = tr(A'A) = \|A\|^2. \]
We can therefore write:

\[
T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)']g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)']' \\
\leq T^{-1} \sum_{t} \left\| g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)'] \right\|^2 \\
\leq 2T^{-1} \sum_{t} \left\| (\tilde{F}_t - H'F_t)\tilde{H}_t' \right\|^2 + 2T^{-1} \sum_{t} \left\| H'F_t(\tilde{F}_t - H'F_t) \right\|^2 = O_p(\delta_{NT}^{-2}),
\]

by Lemmas 4 and 5.

For II, we have:

\[
T^{-1} \sum_{t} g[H'F'H/T - \tilde{F}'/T]g[H'F'H \tilde{F}/T]' \\
\leq \left\| H'F'H/T - \tilde{F}'/T \right\|^2 = \left\| T^{-1} \tilde{F}'(\tilde{F} - F'H) + T^{-1}(\tilde{F} - F'H)'F'H \right\|^2 = O_p(\delta_{NT}^{-2}),
\]

by Lemmas 8.b and 8.c.

For III, we have:

\[
T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)']g[H'F_tF_t'H - H'F'H/T]' \\
\leq \left( T^{-1} \sum_{t} \left\| (\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t) \right\|^2 \right)^{1/2} \left( T^{-1} \sum_{t} \left\| H'F_tF_t'H - H'F'H/T \right\|^2 \right)^{1/2} \\
\leq O_p(\delta_{NT}^{-1}) \left( 2\left\| H'F'H/T \right\|^2 T^{-1} \sum_{t} \left\| H'F_tF_t'H \right\|^2 \right)^{1/2} = O_p(\delta_{NT}^{-1})O_p(1),
\]

from I above and Assumption A.

For IV, we have:

\[
T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)']g[H'F'H/T - \tilde{F}'/T] \\
= g[H'F'H/T - \tilde{F}'/T]T^{-1} \sum_{t} g[(\tilde{F}_t - H'F_t)\tilde{H}_t' + H'F_t(\tilde{F}_t - H'F_t)'].
\]

We can write \( H'F'H/T - \tilde{F}'/T = T^{-1} \tilde{F}'(\tilde{F} - F'H) + T^{-1}(\tilde{F} - F'H)'F'H \). From Lemmas B.2 and B.3 in Bai (2003), these terms are \( O_p(\delta_{NT}^{-2}) \), so \( IV = O_p(\delta_{NT}^{-2})O_p(\delta_{NT}^{-2}) \).
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Finally, for $V$ we have:

\[
T^{-1} \sum_t g[H'F_t^tH - H'F'H/T]g[H'F'H/T - \tilde{F}'\tilde{F}/T] = g[H'F'H/T - \tilde{F}'\tilde{F}/T]T^{-1} \sum_t g[H'F_t^tH - H'F'H/T] = O_p(\delta^{-2}_{NT}),
\]

again from Lemmas B.2 and B.3 in Bai (2003). Thus $I + II + III + IV + V = O_p(\delta^{-2}_{NT}) + O_p(\delta^{-4}_{NT}) + O_p(\delta^{-1}_{NT}) = O_p(\delta^{-1}_{NT})$, and the Theorem 1 follows.

\[\square\]
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