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1
1 Introduction

Long-range dependent data arise in a wide variety of scientific disciplines, from hydrology to economics. The subject of long memory time series was brought to prominence by Hurst (1951) on hydrological time series and has subsequently received extensive attention in the literature. The use of fractional processes in economics and econometrics has been introduced by the seminal paper by Granger (1980) and Granger and Joyeux (1980). See the volumes by Beran (1994) and Palma (2007) and the collections of Robinson (2003) and the references therein. The starting point of the econometric literature on autoregressive fractionally integrated moving average (ARFIMA) models has been motivated by the fact that many economic and financial time series show evidence of being neither $I(0)$ nor $I(1)$. Nowadays, a broad range of applications in finance and macroeconomics have shown that fractional integration and long memory are relevant, see among others Diebold et al. (1991) for exchange rate data, Andersen et al. (2001a) and Andersen et al. (2001b) for financial volatility series, and Baillie et al. (1996) for inflation data. Early papers on the estimation of the long-range dependent models are Fox and Taqqu (1986), Dahlhaus (1989), Sowell (1992) and Robinson (1995). See Chan and Palma (2006) for a more recent review.

In an alternative framework, Chan and Palma (1998) proposed a state space approach to compute the maximum likelihood (ML henceforth ) estimates for an ARFIMA model. The authors suggest to truncate the infinite MA and AR representation of an ARFIMA model and to write the ARFIMA in state space form. The long memory parameter, $d$, can be then estimated by means of the Kalman filter ($KF$ henceforth). The estimates obtained by this method are consistent, asymptotically normal and efficient under mild regularity conditions. This methodology, although conceptually simple, was computationally very intensive in the 90’s, and, for this reason, not commonly used. With the computational capabilities at hand nowadays, it is possible to estimate such models in few seconds even for large datasets. Several simulation studies, by Rea et al. (2008), Bisaglia and Gugan (1998), Nielsen and Frederiksen (2005) and Haldrup and Nielsen (2007) provide a comparison between different estimation strategies, but without considering the state space alternative. This underlines that, although, great effort has been spent in the estimation of fractional processes with semiparametric and maximum likelihood methods, little has been done to explore the state space alternative.

This paper aims to fill this gap, through an extensive Monte Carlo simulation exercise and two
novel contributions regarding measurement errors and level shifts in the long memory framework. The practical usefulness of the state space methods relies on the possibility of a straightforward modeling approach for measurement errors, outliers, level shifts and missing values. It is shown by simulations that the $KF$ provides unbiased and efficient estimates of the model parameters also in these cases. The proposed Monte Carlo simulations are therefore intended as an attempt to explore the potentiality of the state space approach in the long memory framework. With this purpose, we consider several parametric and semiparametric estimation methods for the ARFIMA models, and compare them with the state space alternatives. The methods are contrasted using several data generating processes with alternative short-run dynamics including the possibility of $t$-distributed innovations, missing values, measurement errors and level shifts. Following Nielsen and Frederiksen (2005) and Haldrup and Nielsen (2007), the bias and the root mean squared error (RMSE) are adopted to measure the finite sample performances of the estimators.

Our results can be summarized as follows: firstly, state space methodology is a valid alternative to the usual estimation procedures and it is robust to non-Gaussian shocks and over-specification. In case of under-specification, the Akaike Information Criterion, $AIC$, always selects the right model. Second, when the series at hand has missing observations, then the state space estimation method is superior to the traditional ones as it has low bias and RMSE. Third, in case of measurement errors, the $KF$ largely outperforms the traditional estimators as well as the corrected local Whittle of Hurvich et al. (2005). Finally, we provide a novel and promising approach to the joint modeling of long memory and level shifts, by a modified version of the Lu and Perron (2010) filter, that can handle both features at the same time. We show that, differently from usual estimators that are upwardly biased, our methods produces unbiased estimates of the $d$ parameter, even in presence of level shifts. This model also allows for a parametric test of long memory versus level shifts.

The paper is organized as follows. Sections 2 and 3 review the ARFIMA processes and the semiparametric estimators considered in our analysis. Section 4 introduces the approximate ML estimators. State space methodology is presented in Section 5. Section 6 reports the extensive Monte Carlo experiments and the methodological contributions that are the core of this paper. Section 7 provides two empirical applications of the long memory state space models. Section 8 concludes the paper.
2 ARFIMA processes

An ARFIMA\((p, d, q)\) process \(y_t\) is defined as:

\[
\Phi(L)(1 - L)^d y_t = \Theta(L)\eta_t
\]

(1)

where \(\{\eta_t\}\) is a sequence of independent random variables with zero mean and constant variance \(\sigma^2_{\eta}\), the lag operator \(L\) is such that \(Ly_t = y_{t-1}\); \(\Phi(L) = 1 - \phi_1 L - \ldots - \phi_p L^p\) is the autoregressive operator, \(\Theta(L) = 1 + \theta_1 L + \ldots + \theta_q L^q\), is the moving average operator, and \((1 - L)^d\) is the fractional difference operator. The parameter \(d\) determines the long memory of the process.

If \(d > -1/2\) the process is invertible and possesses a linear representation. If \(d < 1/2\) it is covariance stationary. Furthermore, if \(d > 0\) the process is said to have long memory since the autocorrelations die out at an hyperbolic rate (and indeed are no longer absolutely summable) in contrast to the much faster exponential rate in the weak dependence case. For \(d \in (0, 1/2)\), model (1) is a stationary long-memory process with non-summable autocorrelations, \(\sum_{k=0}^{\infty} |\rho_k| = \infty\).

If \(d = 0\) the spectral density is bounded at the origin and the process has only weak dependence (short memory), and it is the well known ARMA process. In most practical cases the parameter \(d \in (0, 1/2)\) has been proved to be relevant for many applications. The fractional difference operator \(\Delta^d = (1 - L)^d\) in equation (1) is defined by its binomial expansion:

\[
(1 - L)^d = \sum_{j=0}^{\infty} \frac{\Gamma(j - d)}{\Gamma(j + 1)\Gamma(-d)} L^j
\]

(2)

where \(\Gamma(\cdot)\) is the Gamma function. Hosking (1981) shows that a stationary ARFIMA\((p, d, q)\) admits infinite MA and AR expansions as

\[
y_t = \sum_{j=0}^{\infty} \psi_j \eta_{t-j}
\]

(3)

\[
y_t = \sum_{j=1}^{\infty} \pi_j y_{t-j} + \eta_t
\]

(4)

Hosking (1981) also provides a formula to compute the weights \(\psi_j\) and \(\pi_j\) for low order ARFIMA processes. An alternative, although not equivalent, definition of long range dependence can be stated in the frequency domain. In particular, the spectral density of the ARFIMA\((p, d, q)\)
process (1) can be represented as follows:

\[ f_{\Theta}(\lambda) \sim G|\lambda|^{-2d} \quad \text{for} \quad \lambda \to 0 \quad (5) \]

where \( \Theta = (d, \phi_1, ..., \phi_p, \theta_1, ..., \theta_q) \) and \( G \) corresponds to the spectral density of an ARMA\((p,q)\) process, see Beran (1994). In Sections 3 and 4 we present the estimation methods that are considered in our study. Section 3 presents the semiparametric approaches, based on the approximation of the frequency domain representation (5), for frequencies close to the origin. Section 4 introduces the parametric models, that are based on likelihood methods. The parametric class presents the advantage, over the semiparametric approaches, that it does not rely on any particular choice of a bandwidth parameter. However, it assumes the correct specification of the short-run dynamics. To have a fair comparison between parametric and semiparametric estimators we present the results for two bandwidth choices, \( b = T^{0.5} \) and \( b = T^{0.65} \).

## 3 Semiparametric estimators

If we were interested only in the estimate of the long memory parameter \( d \), then a natural approach would be to use one of the semiparametric methods. The semiparametric estimators of \( d \) require only a local characterization of the spectral density. It is well known that the drawback of the global long memory estimators, such as the Whittle estimator, is that they require a full specification of the spectral density. Instead, a consistent estimate of \( d \) can be obtained simply by specifying the shape of the spectral density at the origin, these methods are referred to as local methods. In theory, the semiparametric approach has the advantage, over the parametric ones, that it does not require a full specification of the dynamics of the process. This implies that semiparametric estimation should be more robust to the misspecification of the dynamics. In particular, the semiparametric approaches are based on the characterization of the spectrum as \( \lambda \to 0 \). According to equation (5), the spectrum of the of a long memory process has a pole as \( \lambda \to 0 \), that is proportional to \( \lambda^{-2d} \).
3.1 Local Whittle Estimator

Robinson (1995) studies the properties of the local Whittle estimator (LW henceforth) of \(d\), which is the minimand of the following contrast function,

\[
Q(G, d) = \frac{1}{b} \sum_{j=1}^{b} \left\{ \log \left[ G \lambda_j^{-2d} \right] + \frac{\lambda_j^{2d} I_y(\lambda_j)}{G} \right\},
\]

(6)

\(\lambda_j = \frac{2\pi j}{T}\) are the Fourier frequencies. In particular, concentrating \(G\) out, it yields

\[
R(d) = \frac{1}{b} \sum_{j=1}^{b} \log \left( \lambda_j^{-2d} \right) + \log \left( \frac{1}{b} \sum_{j=1}^{b} \lambda_j^{2d} I_y(\lambda_j) \right),
\]

(7)

where \(I_y\) is the periodogram of the series under analysis. The local Whittle estimates of \(d\) is

\[
\hat{d} = \arg \min_{d \in \mathbb{D}} \hat{R}(d)
\]

(8)

where \(\mathbb{D}\) is the admissible set of values for \(d\). Robinson (1995) proves consistency and asymptotic normality of the proposed estimator. Outside the stationary region, it is known that the asymptotic theory for the local Whittle estimator is discontinuous at \(d = \frac{3}{4}\) and, it is inconsistent when \(d > 1\).

3.2 Exact Local Whittle Estimator

Shimotsu and Phillips (2005) extend the range of application of existing semiparametric methods, studying an exact form of the local Whittle estimator which does not rely on differencing or tapering (see Velasco, 1999) and which seems to offer a good general purpose estimation procedure for the memory parameter that applies throughout the stationary and nonstationary regions of \(d\). The exact Whittle objective function is

\[
Q(G, d) = \frac{1}{b} \sum_{j=1}^{b} \left( \log G \lambda_j^{-2d} + \frac{1}{G} I_{\Delta^d y}(\lambda_j) \right),
\]

(9)

where \(\lambda_j^{2d} I(\lambda_j)\) is replaced by \(I_{\Delta^d y}(\lambda_j)\), that is the periodogram of the fractionally differenced series in correspondence of the true parameter. The objective function is then concentrated with
respect to $G$, that is estimated by the averaged periodogram,

$$\hat{G}(d) = \frac{1}{b} \sum_{j=1}^{b} I_{\Delta \delta y}(\lambda_j).$$  \hspace{1cm} (10)

Shimotsu and Phillips (2005) prove consistency and by means of a simulation exercise, they highlight superiority of the exact local Whittle (ELW henceforth), with respect to alternative semiparametric estimators, in terms of MSE in finite samples.

We also implement the 2-step feasible exact local Whittle estimator (FELW henceforth) of Shimotsu (2010) that extends the ELW estimator and it is robust to the presence of deterministic components in the data.

4 ML estimators

4.1 Beran Method

The approximated likelihood method, proposed by Beran (1994), is based on the best linear prediction of $y_t$, given all its past values as in equation (4), see Beran (1994). In particular, replacing the infinite sum in (4) by a finite number of past values

$$\tilde{\eta}_t = y_t - \sum_{j=1}^{t-1} \pi_j y_{t-j} \quad t = 2, \ldots, T$$  \hspace{1cm} (11)

is equivalent to assume that $y_t = 0$ for $t \leq 0$. An approximated log likelihood function, is then given by

$$\log L(y_t, \Theta) = -\frac{T}{2} \log(2\pi) - \frac{T}{2} \log(\sigma^2) - \frac{1}{2} \sum_{t=1}^{T} \frac{\tilde{\eta}_t^2}{\sigma^2},$$  \hspace{1cm} (12)

under the hypothesis that $\tilde{\eta} \sim iidN(0, \sigma^2)$, where $\Theta = (d, \phi_1, \phi_2, \ldots, \phi_p, \theta_1, \theta_2, \ldots, \theta_q, \sigma^2)$. The QMLE estimate of $\Theta$ is then provided by the maximization of equation (12). As has been noted by Beran (1994), the infinite autoregressive representation is not restricted to the case where $y_t$ is stationary, but it can be extended to any $d > -1/2$. The approximate maximum likelihood estimator is therefore defined for any stationary and non stationary fractional processes. Moreover, Rossi and Santucci de Magistris (2009) show that this method can be adapted to non Gaussian innovations and extended to the multivariate case using copulae.
4.2 Whittle approximation

Alternatively to the time domain approximated ML estimators, a fast numerical approach has been proposed by Fox and Taqqu (1986) and Dahlhaus (1989) in the frequency domain. In particular, the Whittle estimator is a ML estimate based on the calculation of the periodogram by means of the Fast Fourier Transform (FFT). Given that the log-likelihood of a Gaussian process, \( Y_t = \{y_1, \ldots, y_T\} \) can be written as

\[
\log L(Y_t, \Theta) = -\frac{1}{2T} \log |\Gamma_\Theta| - \frac{1}{2T} Y_t' \Gamma^{-1}_\Theta Y_t
\]

where \( \Gamma_\Theta \) is the covariance matrix of \( Y_t \), and \( \Theta = (d, \phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q) \). The first term in (13) is approximated as

\[
\frac{1}{2T} \log |\Gamma_\Theta| \approx \frac{1}{4\pi} \int_{-\pi}^{\pi} \log f_\Theta(\lambda) d\lambda
\]

and the second as

\[
\frac{1}{2T} Y_t' \Gamma^{-1}_\Theta Y_t \approx \frac{1}{4\pi} \int_{-\pi}^{\pi} I(\lambda) f_\Theta(\lambda) d\lambda
\]

The discrete version of the estimator approximates the log-likelihood function as

\[
\log L(Y_t, \Theta) = -\frac{1}{2T} \left[ \sum_{j=1}^{T} \log f_\Theta(\lambda_j) + \sum_{j=1}^{T} \frac{I(\lambda_j)}{f_\Theta(\lambda_j)} \right]
\]

The asymptotic distribution of this estimator is stated in Fox and Taqqu (1986).

5 State Space Form for Long Memory Processes

5.1 General introduction

Although a long-range dependent process has an infinite-dimensional state space representation, Chan and Palma (1998) proved that the likelihood of an ARFIMA process can be computed, by means of the KF, in a finite number of steps. For instance, the ARFIMA\((p, d, q)\) model has linear MA or AR representations given by formulae (3) and (4). To make the KF recursions feasible, Chan and Palma (1998) consider an approximation of equations (3) and (4) based on a truncation up to lag \( m \). In this study, both kinds of representation will be considered. Finally, Chan and Palma (1998) provide the asymptotic properties of these approximate maximum likelihood estimates. The interesting results is that under mild regularity conditions the maximum
likelihood estimators are both consistent and efficient. It is worth noticing that Palma (2007) suggest to exploit the MA approximation in first differences, which guarantees computational advantages. However, the first difference introduces an MA unit root term in the measurement equation when considering the possible presence of measurement errors, see Section 6.3. Therefore, the analysis of the MA in first differences is excluded from the present analysis and a solution of the problem outlined above is left for future research.

5.2 State Space Form

The state space representation consists of two equations. The first is the measurement equation, which relates the time series $y_t$ to the state vector:

$$y_t = Z\alpha_t + D\varepsilon_t, \quad t = 1, 2, \ldots, T, \quad \varepsilon_t \sim \text{NID}(0, \sigma_\varepsilon^2), \quad (17)$$

where $Z$ is a $1 \times m$ matrix. The second term is the transition equation, that defines the evolution of the state vector $\alpha_t$ as a first order vector autoregression:

$$\alpha_{t+1} = T\alpha_t + H\eta_t, \quad \eta_t \sim \text{NID}(0, Q), \quad (18)$$

where $T$ is $m \times m$ and $H$ is $m \times g$ selection matrix, and $\eta_t$ is a $g \times 1$ disturbance vector. $Q$ is an $m \times m$ matrix of zeros, whose first element is equal to $\sigma_\eta^2$.

Chan and Palma (1998) and Palma (2007) show that there are basically two ways to rewrite a long memory model in state space form. The first is based on the AR($\infty$) representation and the second is based on the MA($\infty$) representation. Selecting a truncation lag $m$ that is large enough, it is sufficient for the evaluation of the likelihood. This leads to an AR($m$) and an MA($m$), that can be casted in a state space form and estimated using the $KF$ recursions, see Harvey (1989) and Harvey and Proietti (2005) for an introduction.

The AR($m$) approximation, ($SS-AR$ henceforth), can be written as follows:

$$Z = [1, 0, \ldots, 0], \quad D = 0, \quad t = 1, 2, \ldots, T,$$

$$T = \begin{pmatrix} \pi_1 & \pi_2 & \ldots & \pi_m \\ 0 & I_{m-1} \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 & \ldots & 0 \end{pmatrix}. \quad (19)$$

where $\pi_j$ for $j = 1, \ldots, m$ comes from (4), see Hosking (1981).
The MA(m) approximation, (SS-MA henceforth), can be written as follows:

\[
Z = [1, 0, \ldots, 0], \quad D = 0, \quad t = 1, 2, \ldots, T,
\]

\[
T = \begin{pmatrix}
0 & I_{m-1} \\
0 & 0
\end{pmatrix}, \quad H = \begin{pmatrix}
1 & \psi_1 & \psi_2 & \ldots & \psi_m
\end{pmatrix}.
\]

(20)

where \(\psi_j\) for \(j = 1, \ldots, m\) comes from (3), see Hosking (1981).

The approximated representation of a causal ARFIMA(p, d, q) has computational advantages over the exact one of Sowell (1992). The order of the MLE algorithm is reduced from \(O(n^3)\) to \(O(n)\).\(^1\)

5.3 Kalman Filter

The KF (see Harvey, 1989, and Durbin and Koopman, 2001) is a fundamental algorithm for the statistical treatment of a state space model. Under the Gaussian assumption it produces the minimum mean square estimator of the state vector along with its mean square error matrix, conditional on past information; this is used to build the one-step-ahead predictor of \(y_t\) and its mean square error matrix. Due to the independence of the one-step-ahead prediction errors, the likelihood can be evaluated via the prediction error decomposition, see Schweppe (1965).

The simple case corresponds to the equations (17)-(18), with \(\alpha_1 \sim N(\alpha_{1|0}, P_{1|0})\), where \(\alpha_{1|0}\) and \(P_{1|0}\) need to be specified, see below. Then, defining \(Y_t = \{y_1, y_2, \ldots, y_t\}\) and the conditional mean and variance of the state vector, \(\hat{\alpha}_{t|t-1} = E(\alpha_t|Y_{t-1}), \ Var(\alpha_t|Y_{t-1}) = P_{t|t-1}\), the KF is given by the following recursive formulae and definitions for \(t = 1, \ldots, T\):

\[
\nu_t = y_t - Z\hat{\alpha}_{t|t-1}, \quad F_t = ZP_{t|t-1}Z' + \sigma_e^2DD',
\]

\[
K_t = TP_{t|t-1}Z'F_t^{-1}, \quad L_t = T - K_tZ, \quad \hat{\alpha}_{t+1|t} = T\hat{\alpha}_{t|t-1} + K_t\nu_t, \quad P_{t+1|t} = TP_{t|t-1}L_t' + HQ_tH'.
\]

(21)

The matrix \(K_t\) is the so called Kalman gain, and \(\nu_t = y_t - E(y_t|Y_{t-1})\) are the innovations or one-step-ahead prediction errors, with variance matrix \(F_t\). The KF is thus an algorithm that receives as an input the observations and the system matrices, and returns the innovations, the one-step-ahead forecasts of the states, along with their conditional covariance matrix. Recalling that the conditional expectation is the minimum mean square estimator of the state vector,

\(^1\)Due to computational burden, the exact maximum likelihood estimator of Sowell (1992) is not considered in the simulations.
when the Gaussianity assumption is removed the KF still yields the minimum mean square linear estimator, see section 6 and section 7. In the case when $\alpha_{1|0}$ and $P_{1|0}$ are known and finite, the KF enables the likelihood function to be written in prediction error decomposition, that excluding constant terms, is given by:

$$\log L(\Theta) = \frac{1}{2} \left\{ \sum_{t=1}^{T} \log |F_t| + \sum_{t=1}^{T} \nu_t^2 \right\}$$

(22)

where $\Theta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d, \sigma^2_\eta)$ is the parameter vector associated with the ARFIMA$(p,d,q)$ representation (1). The Kalman filter estimator, $\hat{\Theta}_{KF}$, is the parameter vector which maximizes (22). In order to evaluate the log-likelihood function, the initial conditions are chosen as $\alpha_{1|0} = E[\alpha_1] = 0$ and $P_{1|0} = E[\alpha_1 \alpha_1']$. For the autoregressive approximation, the $P_{1|0}$ matrix is set equal to the empirical autocovariances up to lag $m$, and it has a Toeplitz structure. For the moving average representation, following Chan and Palma (1998) and Palma (2007), the initialization of $P_{1|0}$ is $P_{1|0} = |\omega(i,j)|_{i,j=1,2,\ldots,m}$ where $\omega(i,j) = \sum_{k=0}^{\infty} \psi_{i+k} \psi_{j+k}$.

Chan and Palma (1998) show the following results:

- **Consistency**: Assume that $m = T^k$ with $k > 0$, then as $T \to \infty$, $\hat{\Theta}_{KF} \to \Theta_0$ in probability.

- **Asymptotic Normality**: Assume that $m = T^k$ with $k > 1/2$, then as $T \to \infty$, $\sqrt{T}(\hat{\Theta}_{KF} - \Theta_0) \to N(0, \Sigma(\Theta_0))$.

- **Efficiency**: Assume that $m = T^k$ with $k > 1/2$, then $\hat{\Theta}_{KF}$ is an efficient estimator.

It next section, the finite sample performance of the state space approach will be investigated by means of several Monte Carlo simulations.

### 6 Monte Carlo Simulations

In this section a finite sample comparison of the estimation methods outlined above is carried out by means of Monte Carlo simulations. The objective of this exercise is to shed some light on which estimator is the most accurate in practical applications, with realistic sample sizes. The Monte Carlo experiment is based on 1,000 artificial time series with 250, 500 and 1000 observations. The simulations are performed as follows: first a vector of iid innovations, $\eta_t$, is simulated from a standard Normal distribution. A long memory series of order $d > 0$,
\[ z_t = (1 - L)^{-d} \eta_t, \] is generated by means of the MA expansion in equation (3). Finally, an ARMA structure is added to \( z_t \). Haldrup and Nielsen (2007) show that there are no differences among the semiparametric and the parametric estimators when the data are generated with the simulation scheme used here, or unconditionally, by the Cholesky decomposition of the \( T \times T \) autocovariance matrix. We do not report all the tables; the missing tables are available from the authors upon request. The sample size is selected to reflect realistic empirical samples of macroeconomic or financial datasets. Although financial samples may be larger than the sample sizes considered here, empirical analysis is frequently based on some aggregated measures such as monthly realized volatility, so that the sample sizes considered here are relevant. We study four different data generating processes (DGPs) in our Monte Carlo simulations. The first one is the simple ARFIMA \((0, d, 0)\) model

\[ (1 - L)^d (y_t - \mu) = \eta_t, \quad \eta_t \sim N(0, \sigma_{\eta}^2), \quad (23) \]

where the parameters values \( \mu = 0 \) and \( \sigma^2 = 1 \) are chosen for the simulations.\(^2\) For the parameter \( d \), we consider the values \( \{0, 0.4\} \). The case \( d = 0 \) corresponds to estimating \( d \) to the case where the process is not long memory. The other three models considered are the ARFIMA\((1, d, 0)\), ARFIMA\((0, d, 1)\) and an ARFIMA\((1, d, 1)\) given by:

\[ (1 - \phi L)(1 - L)^d (y_t - \mu) = \eta_t, \quad \eta_t \sim N(0, \sigma_{\eta}^2) \quad (24) \]

\[ (1 - L)^d (y_t - \mu) = (1 + \theta L) \eta_t, \quad \eta_t \sim N(0, \sigma_{\eta}^2) \quad (25) \]

\[ (1 - \phi L)(1 - L)^d (y_t - \mu) = (1 + \theta L) \eta_t, \quad \eta_t \sim N(0, \sigma_{\eta}^2) \quad (26) \]

with \( \phi = -0.5 \) and \( \theta = -0.4 \) in all cases.\(^3\)

An useful preliminary assessment is related to the choice of the truncation lag, which can have an influence on the parameter estimates. Bondon and Palma (2005) show that the quality of the AR truncation depends asymptotically only on \( d \) and not on the short memory components. For different choices of \( d, \phi \) and \( \theta \) the authors find that the convergence is good, even for small values of \( m \). Unfortunately, their result does not consider the fact that, in finite samples, increasing

---

\(^2\)A non zero mean could also be added to model (23). In that case, the proposed parametric methods should be computed on the series in difference from the sample mean, say on \( x_t = y_t - \bar{y}_t \), with \( \bar{y}_t = \frac{1}{T} \sum_{t=1}^{T} y_t \), see also Chan and Palma (1998).

\(^3\)Simulation with \( \phi = 0.5 \) and \( \theta = 0.4 \) are also provided. They are available upon request to the authors.
The truncation lag, $m$, leads to discard the first $m$ observations. Figure 1(a) plots the estimation bias for $d$ as a function of the truncation lag, $m$, for the $SS-MA$ and $SS-AR$, based on an ARFIMA$(0,d,0)$ with $d = 0.4$ and $T = 500$. It is clear that, in both cases, increasing the truncation lag leads to better parameter estimates. However, choosing $m > 30$ when $T = 500$ leads to an increase of the bias, since too many initial observations are lost due to the truncation. The same evidence is obtained when the sample size is 1000, see Figure 1(b). In particular, the minimum bias is reached when $T = 50$, while using 80 lags introduces a larger downward bias. In light of this evidence, the truncation lag used in the paper is 30 for $T \leq 500$, and 50 for $T > 500$.

Tables 1 and 2 report the Monte Carlo results in the case of Gaussian innovations and correct specification of the model. It is evident that both semiparametric and parametric estimators generally provide correct estimates of the long memory parameter for all specifications. There is a slight downward bias in the semiparametric estimates for the ARFIMA$(1,d,1)$ when $T = 250$ and $T = 500$. This is due to the fact that, in small samples, the estimates of the spectral density are highly affected by the ARMA parameters. The $SS-AR$ and $SS-MA$ provide estimates of $d$ that are well centered on the true value. The same holds true for the Beran estimator, which has generally the lowest bias and RMSE. In particular, the RMSE of the parametric models are generally lower than the corresponding semiparametric estimates. This results could be easily anticipated provided that we are assuming that the short run dynamics are correctly specified when estimating the ARFIMA with the parametric models.

Therefore, in subsection 6.1 we investigate the effect of model misspecification on the estimates of the $d$ parameter; non-Gaussian shocks are considered as well as a misspecification in the ARMA component of the process. The problem of missing values is considered in subsection 6.2. Subsection 6.3 and 6.4 consider the case of measurement errors and random level shifts, respectively.

### 6.1 Model Misspecification

The purpose of this section is to show how far, from the true parameter value, the parametric estimates of $d$ are located, when the model is not correctly specified. It is clear that if the ARMA terms of model (1) are not correctly identified, then the parametric estimators are not able to provide reliable estimates of $d$. Three sources of misspecification are therefore investigated here: non-Gaussian errors, under-specification and over-specification of the short run dynamics of the model.
(a) Bias as a function of $m$. Model is an ARFIMA$(0, d, 0)$ with $d = 0.4$ and $T = 500$.

(b) Bias as a function of $m$. Model is an ARFIMA$(0, d, 0)$ with $d = 0.4$ and $T = 1000$. 
For what concerns the robustness of the different estimators in case of errors that are non-Gaussian, we consider models (23)-(26) with Student’s t innovations with three degrees of freedom. Table 4 reports the estimation results for an ARFIMA(p, d, q), with d = 0.4 and T = {250, 500}. As already found in Haldrup and Nielsen (2007) and Nielsen and Frederiksen (2005), the semiparametric estimators are robust to the misspecification of the error term, such as neglected GARCH effects as well as non-Gaussian errors. On the other hand, despite the KF is not the optimal estimator with non-Gaussian errors (see Durbin and Koopman (2001)), it turns out to be reliable also in this case. In particular the bias and the RMSE are of the same order as those reported in table 2. This holds true also for the Beran and the Whittle estimators. Further improvements can be achieved with the non linear filter such as the extended KF, but this is beyond the scope of this paper.

Table 5 shows the consequences of the over-specification in the short run dynamics. In case of over-specification, the true DGP is an ARFIMA(0, d, 0), but an ARFIMA(1, d, 1) is estimated on the simulated series. Obviously, estimating φ or θ, or both, when they are not present (i.e. overfitting the model) may reduce the efficiency of the estimates of the parameter d. This clearly emerges from the Table. In particular, all the parametric estimators, including SS-AR and SS-MA, have small bias but large RMSE when compared to the semiparametric ones.

On the other hand, under-specification means that the true DGP is an ARFIMA(1, d, 1), but an ARFIMA(0, d, 0) is estimated, completely neglecting the ARMA components. This is a strong form of misspecification, and it can cause large biases in the parametric estimators. The estimates of the parameter d are largely downward biased for the parametric estimators, while, as expected, the semiparametric ones are robust also in this case. However, as suggested in Iglesias et al. (2006), when adopting one of the usual likelihood based information criteria, such as the Akaike’s, allows to select the right model in all cases. Therefore, in practical applications, when the true DGP is unknown, it could be useful to adopt one of the information criteria for the selection of the short run dynamics.

### 6.2 Missing Values

Missing data are a common feature in economic and financial time series. A considerable advantage of the state space approach is the ease with which the missing observations can be dealt with. The KF is able to calculate the prediction errors even in presence of missing values, this is based on a skipping approach, see Durbin and Koopman (2001).
Theoretical derivation of the prediction error variance for state space long memory in case of missing values has been provided by Palma and del Pino (1999). The authors show that the information is lost during the block of missing observations at a much slower rate than it is gained after that gap. However, they do not provide an extensive Monte Carlo exercise to check the behavior of state space model for long memory in presence of missing data and short run dynamics. In particular, a straightforward extension of the equation (21), allows to use the state space approach in the case of missing observations,

\[
\begin{align*}
\nu_t &= y_t - Z \tilde{\alpha}_t|_{t-1}, \\
K_t &= TP_{t|t-1} Z F_t^{-1}, \\
\tilde{\alpha}_{t+1|t} &= \begin{cases} 
T \tilde{\alpha}_{t|t-1} + K_t \nu_t, & \text{No Missing Values} \\
T \tilde{\alpha}_{t|t-1} & \text{Missing Values}
\end{cases} \\
P_{t+1|t} &= \begin{cases} 
TP_{t|t-1} L'_t + HQ_t H'_t, & \text{No Missing Values} \\
TP_{t|t-1} T' + HQ_t H'_t & \text{Missing Values}
\end{cases}
\end{align*}
\]

so that the latent long memory process can be easily tracked by means of this \(KF\) recursion.

As example, we report in Figure 1 a simulated long memory process with 40% percent of missing values, blue line. The figure highlights the fact that the \(KF\), red line, is able to provide a
good tracking of the latent long memory process. On the other hand, the alternative estimators considered in this paper cannot directly handle this kind of data irregularity, so that the missing values are replaced with the last available observation.

Table 6 reports the results of models of formula (26) with $T = \{250, 500\}$. The number of missing values considered are 10%, 20%, 30% and 40%. Those results are clearly in favor of the state space methods. The bias of the $SS-AR$ and the $SS-MA$ estimators generally range between 0.03 and 0.05, while other estimators are extremely downward biased. The RMSE are smaller for the state space approaches. It is noteworthy the fact that the bias of $SS-AR$ and $SS-MA$ does not increase as the percentage of missing values increases, so that the relative performance of the state space estimators of long memory improves, compared to the standard estimators.

### 6.3 Measurement Error

Consider a generic ARFIMA($p, d, q$) process, $y_t$. In case of measurement errors, $y_t$ is a latent process which cannot be observed due to the contamination in the data. What we observe instead is the noisy series $\zeta_t$, defined as follows:

$$\zeta_t = y_t + \varepsilon_t \quad \varepsilon_t \sim N(0, \sigma^2_\varepsilon).$$

(28)

A large literature, see Deo and Hurvich (2001), Hurvich et al. (2005) and Haldrup and Nielsen (2007), discusses the properties of the semiparametric long memory estimators, such as the log-periodogram regression and the local Whittle estimator, when the long memory signal is contaminated by a noise term. Deo and Hurvich (2001) show that the Geweke and Porter-Hudak (1984) estimator (GPH) is biased by a constant factor that depends on the variance of the noise term. Sun and Phillips (2003) suggest to introduce an additional term in the log-periodogram regression, $\beta \lambda^{2d}$ to account for the effect of the additive noise term, that is allowed to be weakly dependent. Arteche (2004) suggests that an optimal choice of the bandwidth, $b$, is important to minimize the influence of the added noise term, since the variance of the measurement error heavily restricts the allowable bandwidth in finite samples. With a larger variance of the noise with respect to the signal, only frequencies very close to the origin contain a valuable information. We compute here also the corrected local Whittle estimator (CLW henceforth) by Hurvich and Ray (2003) and Hurvich et al. (2005), which is designed to account
for the extra constant term that enters in the spectral density when the long memory signal is contaminated by an iid noise. They propose to modify the local Whittle objective function as

$$Q(G, d, \beta) = \frac{1}{b} \sum_{j=1}^{b} \left\{ \log \left[ G \lambda^{-2d}_j (1 + \beta \lambda^{2d}_j) \right] + \frac{\lambda^{2d}_j I_{\zeta}(\lambda_j)}{G(1 + \beta \lambda^{2d}_j)} \right\},$$

(29)

Concentrating $G$ out, it yields

$$R(d, \beta) = \frac{1}{b} \sum_{j=1}^{b} \log \left( \lambda^{-2d}_j (1 + \beta \lambda^{2d}_j) \right) + \log \left( \frac{1}{b} \sum_{j=1}^{b} \frac{\lambda^{2d}_j I_{\zeta}(\lambda_j)}{(1 + \beta \lambda^{2d}_j)} \right),$$

(30)

where the local Whittle estimator is obtained setting $\beta = 0$ in the minimization of $R$. The local Whittle estimates of $d$ and $\beta$ are

$$(\hat{d}, \hat{\beta}) = \arg \min_{(d, \beta) \in \mathbb{D} \times \mathbb{B}} R(d, \beta)$$

(31)

where $\mathbb{D}$ and $\mathbb{B}$ are the admissible sets of $d$ and $\beta$.

The KF with the smoothing recursions (see Durbin and Koopman (2001)) is able to estimate the latent process and to provide a smoothed estimate of the long memory signal, $\hat{y}_t$, that is disentangled from the estimated noise component $\hat{\varepsilon}_t$. This case corresponds to the well-known AR($m$) or MA($m$) plus noise model that has the state space representations presented in equations (19) and (20). The only difference is that the $D$ matrix must be set equal to 1. The log-likelihood has to be maximized with respect to the following parameter vector $\theta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d, \sigma^2_\eta, \sigma^2_\varepsilon)$. In such a case, a computational efficient algorithm is based on the concentrated likelihood, with respect to $\sigma^2_\varepsilon$, see Durbin and Koopman (2001). In this context, a key quantity is the so called noise-to-signal ratio, $\text{nsr}$ henceforth, which is the ratio between the variance of the noise over the variance of the signal. Differently from Haldrup and Nielsen (2007), who set $\text{nsr} = \frac{\sigma^2_\varepsilon}{\sigma^2_\eta}$, our Monte Carlo simulations are carried out by setting the $\text{nsr}$ proportional to the underlying long memory signal. In particular, setting $\text{nsr} = 1$ and $\text{nsr} = 2$ means that the noise term has a variance that is 1 and 2 times larger than the variance of the signal, respectively. Table 7 reports the estimation results for the case when the long memory signal is contaminated by an error term. As it is emerges from the tables, the state space estimators clearly outperform other estimators in term of bias and RMSE. As found in previous studies, the usual semiparametric and the parametric estimators are extremely downward biased, since the contamination due to the measurement error hides the long memory signal, resulting in
lower estimates. Modifying the bandwidth parameter, $b$, for the semiparametric estimators does not change the results substantially. On the other hand, the $CLW$ estimator, which incorporates an estimate of the $nsr$, slightly overestimates $d$ and it has a large $RMSE$. This is probably due to the fact that the sample size is too small for this semiparametric estimator. For example, Hurvich et al. (2005) show, by means of Monte Carlo simulations, that the $CLW$ has good properties for large sample sizes. On the other hand, the state space approach provides better estimates of the long memory parameter. In particular, with the exception of the ARFIMA(0, $d$, 1), the estimates of $d$ have small biased and smaller $RMSE$ than other estimators, especially when $nsr = 2$. In the case of ARFIMA(0, $d$, 1), the state space methods slightly underestimate the true parameter. This is perhaps due to the fact that a negative MA term, $\theta = -0.4$, reduces the first order autocorrelation thus resulting in a less clear evidence of long memory, so that the signal is more hardly detected.

Figure 2 reports a realization of an ARFIMA (0.5, 0.4, 0) plus a noise process, blue line, with $nsr = 1$. The true long memory signal, in green, is plotted together with the estimated smoothed signal, red line. It is evident that, based on the parameter estimates, the $KF$ is able to provide a good tracking of the underlying long memory series. These results highlights the usefulness of the state space approach, so that filtering techniques can be exploited when a forecast of the underlying signal is needed.
6.4 Level Shifts

A recent debate in literature focuses on the possible confusion between truly long memory processes and short memory processes with structural changes in levels, see among others Perron and Qu (2010). It is well known that, when a stationary process is contaminated by level shifts, the fractional integration order is positively biased, so that long memory may just be the spurious effect of the presence of one or more level shifts. Granger and Hyung (2004) show that the long memory property of volatility could be induced spuriously by the presence of structural breaks in the mean, and, when removing them, it results in a weaker evidence of long memory. Several testing procedures have been carried out in order to assess the presence of true or spurious long memory. A recent paper by Ohanissian et al. (2008) exploits the self-similarity condition of truly long memory to test whether the long run dependence in the data is due to a truly long memory process. Dolado et al. (2005) illustrate how the slow hyperbolic decay of the autocorrelations, which is typical of the long memory series, could be generated by a short memory process plus level shifts. They provide an extension of the well known Dickey-Fuller statistic to test for the null hypothesis of true long memory against the alternative of a I(0) process plus structural breaks. Shimotsu (2006) provides a test based on the sample splitting, where, under the null of true long memory, each subsample has the same degree of fractional integration. More recently, Perron and Qu (2010) propose a testing procedure which is based on the evaluation at different bandwidths of the GPH estimator.

In a state space setting, Lu and Perron (2010) present an univariate random shifts model for stock volatilities, exploiting a procedure to estimate the probability and the magnitude of the shifts, and showing that the random occurrence of shifts induces spurious long memory. The model proposed by Lu and Perron (2010) allows for a random level shift process plus AR dynamics. We extend their methodology, assuming that the data generating process is given by the sum of a random level shift and an ARFIMA process. This model setup allows to correctly estimate the long memory parameter, when a long memory process is contaminated by level shifts. We assume the following DGP

\[ x_t = \tau_t + y_t, \quad (32) \]
where $\tau_t$ is the random shift component,

$$\tau_t = \tau_{t-1} + \gamma_t \kappa_t,$$

with $\kappa_t \sim N(0, \sigma^2_\kappa)$ and $\delta_t = \gamma_t \kappa_t$ where $\gamma_t$ is a binomial variable that takes value 1 with probability $\alpha$, so that if $\gamma_t = 1$ a level shift occurs. $y_t$ is an ARFIMA($p,d,q$) process, which is defined by its autoregressive representation (4). Taking the first differences as

$$\Delta x_t = y_t - y_{t-1} + \delta_t$$

so that the corresponding state-space form is

$$\Delta y_t = Z \alpha_t + \delta_t$$

$$\alpha_t = T \alpha_{t-1} + H \eta_t,$$

where $Z = [1, -1, 0, \ldots, 0]$ is a $1 \times m$ vector, which selects the elements of $\alpha_t$. $\alpha_t = [y_t, y_{t-1}, \ldots, y_{t-m}]'$ is an $m \times 1$ vector and $\eta_t$ is a $m \times 1$ vector of innovations with a diagonal variance covariance matrix $Q$. Finally $H = [1, 0, \ldots, 0]'$ is a selection matrix. The $m \times m$ transition matrix $T$, is defined as

$$T = \begin{bmatrix}
\pi_1 & \pi_1 & \ldots & \pi_m \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ldots & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}$$

where the first row contains the parameters of the truncated AR expansion of an ARFIMA($p,d,q$), see (4). The state space formulation (36) admits the KF recursions with the modification proposed by Lu and Perron (2010). We call it $MSS-AR$. The procedure provides the estimates of the shifts parameters $\alpha$ and $\sigma^2_\kappa$, and the estimates of the ARFIMA parameters, allowing to disentangle the long memory components from the level shifts process. It is interesting to highlight the fact that the modified KF allows to test for the presence of long memory or level shifts, or both, by testing the nullity of the parameters $\alpha$, $\sigma^2_\kappa$ and $d$.

Figure 3, reports a simulated trajectory of process (32), for 500 observations. It is clear

---

4Due to constraints on the number of pages of the present paper, we do not report the details on the modified KF technique. A detailed description of this method can be found in Lu and Perron (2010).
that the level shift process, green line, is added to a long memory term, resulting into an highly persistent time series, blue line, where it is accentuated the presence of long periods above and below the unconditional mean. For example, this is likely to be the case of the realized volatilities. As noted by Raggi and Bordignon (2010) in a Bayesian framework, after removing the significant level shifts from the realized volatility series, there is still presence of long memory. However, the degree of (fractional) integration of a long memory plus level shift needs a careful theoretical investigation and it is beyond the scope of the present paper. As expected, the simulation results on the level shifts process highlight the fact that usual long memory estimators are highly upward biased, when the shifts are present. On the other hand, the modified KF technique is able to provide corrected estimates of the long memory parameter as well as of the shift parameters (not reported). It is also interesting to note that the proposed MSS-AR is unbiased also in the case of a pure long memory process, setting $\sigma_k^2 = 0$ and $\alpha = 0$, or a pure level shift process, setting $d = 0$, see bottom lines of Table 8. Given these results, we can figure out a parametric testing procedure, such as a LR test, for truly long memory versus level shifts based on the state space form representation. This aspect will be investigated in future research.

Figure 3: A simulated trajectory of process (32), with $\sigma_k = 4$, $\alpha = 0.015$, $d = 0.4$ and $\phi = -0.3$. 

7 Empirical analysis

The purpose of this section is to highlight some interesting financial and economic applications of the state space approach in the long memory framework. Two examples are provided in order to show the advantages, with respect to the usual estimators, of using the KF methods in the empirical analysis. The first example is a simple version of the long memory stochastic volatility model, LMSV henceforth, which is investigated by Breidt et al. (1998) and Hurvich et al. (2005), among many others. In particular, the LMSV model is based on the following assumptions on the log-returns, \( r_t \),

\[
    r_t = \sigma \cdot \exp \left( \frac{y_t}{2} \right) \cdot z_t
\]

where \( \sigma_t = \sigma \cdot \exp \left( \frac{y_t}{2} \right) \) is the volatility of \( r_t \), and \( y_t \) is the long memory component of the stochastic volatility. \( z_t \) is a iid standard Gaussian innovation, independent of \( y_t \). Taking \( \zeta_t = \log r_t^2 \) yields

\[
    \zeta_t = \mu + y_t + \varepsilon_t
\]

where \( \mu = \log(\sigma^2) + E(\log(z_t^2)) \) is the unconditional mean, and \( \varepsilon_t = \log(z_t^2) - E(\log(z_t^2)) \). Therefore, \( \varepsilon_t \) is a zero mean iid sequence, and \( \zeta_t \) is a long memory process plus an iid noise. As in Harvey et al. (1994), we treat \( \varepsilon_t \) as it were iid \( \mathcal{N}(0, \sigma^2_{\varepsilon}) \), where \( \sigma^2_{\varepsilon} = \frac{\pi^2}{2} \), is treated as an additional unknown parameter in the state space representation. The rationale behind this choice is to verify ex-post whether the Kalman Filter, despite not being the minimum mean square estimator in this case, is able to provide an estimate of \( \sigma^2_{\varepsilon} \) that is reasonably close to \( \frac{\pi^2}{2} \). This could be taken as an evidence that the Kalman filter is able to disentangle the long memory signal from the noise. Assume now that, as in Comte and Renault (1998) and Casas and Gao (2008), the logarithm of the stochastic volatility in continuous time follows a fractional Ornstein-Uhlenbeck process:

\[
    d \log y(t) = -k \log y(t) dt + \gamma dW_d(t)
\]

where \( k > 0 \) is the drift parameter and \( W_d(t) \) is a fractional Brownian motion. It is therefore reasonable to assume that the discrete time counterpart of model (40) follows an ARFIMA(1, 0) process. We therefore propose an ARFIMA(1, 0) state space representation for \( y_t \), allowing for the presence of a measurement error. Table 9 reports the results of the estimation of the long
memory parameter for the LMSV model computed on the S&P with 415 weekly returns from January 1, 2003 to December 31, 2010. The estimates obtained with the traditional estimators of long memory are all below 0.3. On the other hand, CLW is larger than 0.8, with an estimated noise-to-signal ratio, $\hat{\beta}$, close to 80. It is evident that CLW over-estimates the degree of long memory in the LMSV, since we know from the theory that the variance of the measurement error, $\sigma^2$, must be equal to $\frac{\pi^2}{2}$. This evidence confirms that, in small samples, the CLW is a weak estimator.\(^5\) State space approaches provide instead an estimate of the long memory parameter close to 0.45, that is in line with the results provided in the financial literature, see among others Casas and Gao (2008). The state space proves to be reliable since the estimated $\sigma^2$ is not far from the true value, both for AR and MA approximations. This means that the KF recursion is able to well disentangle the long memory signal from the noise, and to correctly estimate the parameters. Figure 4 plots the signal long memory series and the observed noisy series $\zeta_t$. It is clear, from the Panel 4(a), that the signal has been extracted from an highly noisy series, blue line, and that the extracted variance series, Panel Panel 4(b), presents the long memory characteristic.

As second example, we apply the MSS-AR to model the monthly inflation series of US. A growing literature, dating back to the paper by Hassler and Wolters (1995), investigates the degree of long memory in the inflation series, see among others the recent papers by Sun and Phillips (2005) and Sibbertsen and Kruse (2009). As shown in Gadea and Mayoral (2006), following the argument by Zaffaroni (2004), long memory in the inflation series is consistent with an la Calvo (1983) price generating process. On the other hand, Hsu (2005) suggests that the dynamics of the inflation series could be characterized by level shifts. The author shows that inflation is a long memory stationary series, after the removal of the level shifts. However, Hsu (2005) methodology only allows for an unique break date. Table 10 reports the estimates of the MSS-AR on the seasonally adjusted U.S. City Average core consumer price index, $P_t$, of the Bureau of Labor Statistics (BLS), which excludes the direct effect of price changes for food and energy. The sample covers the period January 1965-February 2011. The series is sampled at monthly frequency, for a total of 516 observation. Inflation, is computed as $\pi_t = \log(P_t) - \log(P_{t-1})$. Figure 5 plots the monthly US inflation series, where it is clear the persistence in the dynamics, so that long periods of high levels of inflation rates during the 70’s are followed by a long period of inflation in the second part of the sample.

\(^5\)This result is obtained with any choices of the bandwidth, $b$. 
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(a) $\zeta_t = \log(r_t^2)$, blue line, and Smoothed KF estimate of $y_t$, red line.

(b) Smoothed estimate of $\sigma_t^2$.

Figure 4: Smoothed volatility series
Table 10 reports the estimation results of long memory in inflation. The degree of persistence of $\pi_t$, obtained with the semiparametric estimators, is approximately 0.7, pointing toward non-stationarity in inflation. For what concerns the parametric methods, an ARFIMA$(1,d,0)$ is estimated. All the parametric estimators, including $SS-AR$ and $SS-MA$ find similar degrees of long memory, which are close to 0.55, confirming the results obtained with the semiparametric estimators. On the other hand, when considering the possible presence of level shifts, then the conclusions drastically change. In particular, the model selected by the Akaike information criterion is an ARFIMA$(0,d,0)$. Moreover, the value of the log-likelihood of the $MSS-AR$ is significantly higher than that obtained with the $SS-AR$ on an ARFIMA$(1,d,0)$ without shifts, thus suggesting that level shifts cannot be neglected. In this case, the estimated degree of long memory is not statistically different from zero, while there is a positive probability of level shifts, with a significantly positive variance, $\sigma^2_\kappa$. The estimated parameter $\alpha$ is 0.06, meaning that, on average, there is a shift every 17 months, so that shifts in inflation are likely to happen very often. Their size depends on $\sigma^2_\kappa$ that is equal to 0.17, so that, with 95% of probability the shift size is in the range between $[-0.80\%, +0.80\%]$. The estimated high value of $\alpha$ could be caused by the fact that the variance of $\pi_t$ is much higher in the first part of the sample. Therefore, model (32) can be easily modified to account for a break in the variance of $\eta_t$. We set the break

---

6The selection of the model has been done according to the Akaike information criterion.
date on January 1984, that is widely known to be the starting date of the Great Moderation, see among others Stock and Watson (2007). The last column of table 10 reports the estimates for this model, that is named $MSS - AR_{\sigma^2}$. The results highlight that, when accounting for break in the innovation variance, then there is a lower, but significant, probability of shifts, equal to 0.0293, with shift size variance of the same order as before. This result suggests that the persistence in the inflation series is due to the role of possible large level shifts in the mean, which excludes the possibility of truly long memory (the parameter $d$ is not statistically different from zero in both cases). It is therefore reasonable to think at the inflation series as resulting from the interaction between a step function and a short memory process. As a consequence, the CPI index is a trend stationary series, where the trend is Note that, model 32 excludes the presence of measurement error, which is a relevant features of the inflation series when focusing on the so called core inflation. The long memory state space form (32) can be adapted to incorporate also this feature. The investigation of a state space estimation method, that is jointly robust both to measurement errors and level shifts, is left for future research.

8 Conclusion

The finite sample properties of a wide range of long memory estimators are studied through Monte Carlo simulations. Simulations clearly highlight the usefulness of the state space methods as a valid alternative to the traditional semiparametric and parametric estimators. The bias and RMSE of the state space methods are of the same order of the other parametric estimators considered in the study, confirming the results found in Haldrup and Nielsen (2007). A potential pitfall of all the parametric methods, including state space, is that they rely on the correct specification of the short run dynamics of the process. The Monte Carlo simulations show that the usual information criteria are able to provide the right guidance in selecting the true model. The potentiality of the state space methods is then exploited when additional features are added to the data. In case of Student’s $t$ distribution the state space approach proves to be robust even thought the $KF$ is not optimal, at least in theory. Moreover, when the series at hand are affected by missing values, the $KF$ technique clearly outperform the traditional estimators especially when the percentage of missing observations increases. A typical problem, faced in practical applications, is that many economic and financial series are contaminated by measurement errors. In that case, it is shown that, as expected, traditional long memory estimators with
the exception of CLW, are extremely downward bias. The state space methodology allows to
directly tackle this issue, providing corrected estimates and filtering the latent long memory
signal. This could be exploited for forecasting purposes.

Finally, we provide a novel and promising approach to the estimation of the ARFIMA pro-
cesses, when they are contaminated by level shifts. A modified version of the Lu and Perron
(2010) filter is proposed and its finite sample properties are analyzed with Monte Carlo simula-
tions. It turns out that in the case of shifts, the semiparametric and the parametric estimators
provide upward biased estimates of the parameter $d$. The proposed estimator is able to disen-
tangle the long memory signal from the random level shift process providing corrected estimates
of the probability of the shifts, of their size as well as of the ARFIMA parameters. Under the
assumption of no shifts the estimates of $d$ parameter are unbiased. The same holds true also
under the assumption that only level shifts are present, but not long memory. The results high-
light that the state space methods are highly reliable, even in small samples, and are an useful
tool to analyze long memory processes under alternative potential misspecification.
(a) $d = 0.0, \phi = 0, \theta = 0$

<table>
<thead>
<tr>
<th>T</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0140</td>
<td>-0.0174</td>
<td>-0.0088</td>
<td>-0.0114</td>
<td>-0.0024</td>
<td><strong>-0.0021</strong></td>
<td>-0.0022</td>
<td>-0.0048</td>
<td>-0.0036</td>
<td>-0.0185</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1852</td>
<td>0.1892</td>
<td>0.2109</td>
<td>0.0994</td>
<td>0.0991</td>
<td>0.0989</td>
<td>0.0499</td>
<td>0.0505</td>
<td>0.0561</td>
<td>0.0679</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) $d = 0.0, \phi = -0.5, \theta = 0$

<table>
<thead>
<tr>
<th>T</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0142</td>
<td>-0.0142</td>
<td>-0.0080</td>
<td>-0.0070</td>
<td>-0.0025</td>
<td><strong>-0.0021</strong></td>
<td>-0.0007</td>
<td>-0.0022</td>
<td>-0.0010</td>
<td>-0.0066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1373</td>
<td>0.1375</td>
<td>0.1573</td>
<td>0.0769</td>
<td>0.0770</td>
<td>0.0766</td>
<td>0.0339</td>
<td>0.0343</td>
<td>0.0353</td>
<td>0.0378</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(c) $d = 0.0, \phi = 0, \theta = -0.4$

<table>
<thead>
<tr>
<th>T</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0142</td>
<td>-0.0142</td>
<td>-0.0080</td>
<td>-0.0070</td>
<td>-0.0025</td>
<td><strong>-0.0021</strong></td>
<td>-0.0007</td>
<td>-0.0022</td>
<td>-0.0010</td>
<td>-0.0066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1373</td>
<td>0.1375</td>
<td>0.1573</td>
<td>0.0769</td>
<td>0.0770</td>
<td>0.0766</td>
<td>0.0339</td>
<td>0.0343</td>
<td>0.0353</td>
<td>0.0378</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(d) $d = 0.0, \phi = -0.5, \theta = -0.4$

<table>
<thead>
<tr>
<th>T</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0142</td>
<td>-0.0142</td>
<td>-0.0080</td>
<td>-0.0070</td>
<td>-0.0025</td>
<td><strong>-0.0021</strong></td>
<td>-0.0007</td>
<td>-0.0022</td>
<td>-0.0010</td>
<td>-0.0066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1373</td>
<td>0.1375</td>
<td>0.1573</td>
<td>0.0769</td>
<td>0.0770</td>
<td>0.0766</td>
<td>0.0339</td>
<td>0.0343</td>
<td>0.0353</td>
<td>0.0378</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA model, with $d = 0$ and different combinations of $\phi$ and $\theta$. Sample size is $T = \{250, 500, 1000\}$. Table reports the semiparametric estimates of $LW$, $ELW$ and $FLW$ with different bandwidth choices, $b = T^{0.5}$ and $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
Table 2: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA model, with $d = 0.4$, and different combinations of $\phi$ and $\theta$. Sample size is $T = \{250, 500, 1000\}$. Table reports the semiparametric estimates of $LW$, $ELW$ and $FLW$ with different bandwidth choices, $b = T^{0.5}$ and $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
Table 3: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA model, with \( d = 0.6 \), and different combinations of \( \phi \) and \( \theta \). Sample size is \( T = \{250, 500, 1000\} \). Table reports the semiparametric estimates of \( LW \), \( ELW \) and \( FLW \) with different bandwidth choices, \( b = T^{0.5} \) and \( b = T^{0.65} \). Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
Table 4: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA model, with \( d = 0.4 \), and different combinations of \( \phi \) and \( \theta \). Sample size is \( T = \{250, 500, 1000\} \). Innovations are distributed as a Student’s t with 3 degrees of freedom, zero mean and unit variance. Table reports the semiparametric estimates of LW, ELW and FLW with different bandwidth choices, \( b = T^{0.5} \) and \( b = T^{0.65} \). Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
### (a) Over-Specification

<table>
<thead>
<tr>
<th>$T$</th>
<th>Bias</th>
<th>RMSE</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>RMSE</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0104</td>
<td>0.1890</td>
<td>-0.0174</td>
<td>0.1892</td>
<td>0.0027</td>
<td>0.0101</td>
<td>0.1006</td>
<td>-0.0025</td>
<td>0.0991</td>
<td>0.0070</td>
</tr>
<tr>
<td>500</td>
<td>-0.0092</td>
<td>0.1391</td>
<td>-0.0142</td>
<td>0.1375</td>
<td>0.1453</td>
<td>-0.0050</td>
<td>0.0789</td>
<td>-0.0020</td>
<td>0.0771</td>
<td>0.0828</td>
</tr>
</tbody>
</table>

### (b) Under-Specification

<table>
<thead>
<tr>
<th>$T$</th>
<th>Bias</th>
<th>RMSE</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>Bias</th>
<th>RMSE</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-0.0434</td>
<td>0.1935</td>
<td>-0.0685</td>
<td>0.1941</td>
<td>0.0573</td>
<td>-0.1334</td>
<td>0.1671</td>
<td>-0.1323</td>
<td>0.1661</td>
<td>-0.1282</td>
</tr>
<tr>
<td>500</td>
<td>-0.0254</td>
<td>0.1414</td>
<td>-0.0417</td>
<td>0.1390</td>
<td>-0.0346</td>
<td>-0.0815</td>
<td>0.1138</td>
<td>-0.0335</td>
<td>0.1138</td>
<td>-0.0802</td>
</tr>
</tbody>
</table>

Table 5: Panel (a) reports the estimated long memory parameter for an ARFIMA(1, $d$, 1) model for $T = \{250, 500\}$, when the true model is ARFIMA(0, $d$, 0) with $d = 0.4$. Panel (b) reports the estimated long memory parameter for an ARFIMA(0, $d$, 0) model, for $T = \{250, 500\}$, when the true model is ARFIMA(1, $d$, 1) with $d = 0.4$, $\phi = -0.5$ and $\theta = -0.4$. Table reports the semiparametric estimates of LW, ELW and FLW with different bandwidth choices, $b = T^{0.5}$ and $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
Table 6: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA(1,d,1) model with missing values. The ARFIMA parameters are $d = 0.4$, $\phi = -0.5$, and $\theta = -0.4$ in all cases. The sample size are $T = \{250, 500\}$. The percentage of missing observations are 10%, 20%, 30% and 40%. Table reports the semiparametric estimates of $LW$, $ELW$ and $FLW$ with different bandwidth choices, $b = T^{0.5}$ and $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
(a) $d = 0.4$, $\phi = 0$, $\theta = 0$

<table>
<thead>
<tr>
<th>n sr</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>CLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1347</td>
<td>-0.1320</td>
<td>-0.1297</td>
<td>0.0333</td>
</tr>
<tr>
<td></td>
<td>0.1557</td>
<td>0.1523</td>
<td>0.1505</td>
<td>0.1914</td>
</tr>
<tr>
<td>2</td>
<td>-0.1931</td>
<td>-0.1898</td>
<td>-0.1878</td>
<td>0.0827</td>
</tr>
<tr>
<td></td>
<td>0.2084</td>
<td>0.2046</td>
<td>0.2030</td>
<td>0.3340</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ML Estimators</th>
<th>Beran</th>
<th>Whittle</th>
<th>SS-AR</th>
<th>SS-MA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.1913</td>
<td>-0.1883</td>
<td>0.0342</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>0.1950</td>
<td>0.1926</td>
<td>0.1241</td>
<td>0.1013</td>
</tr>
</tbody>
</table>

(b) $d = 0.4$, $\phi = -0.5$, $\theta = 0$

<table>
<thead>
<tr>
<th>n sr</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>CLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1785</td>
<td>-0.1757</td>
<td>-0.1736</td>
<td>0.0803</td>
</tr>
<tr>
<td></td>
<td>0.1949</td>
<td>0.1915</td>
<td>0.1898</td>
<td>0.3033</td>
</tr>
<tr>
<td>2</td>
<td>-0.2757</td>
<td>-0.2713</td>
<td>-0.2703</td>
<td>0.0655</td>
</tr>
<tr>
<td></td>
<td>0.2870</td>
<td>0.2825</td>
<td>0.2815</td>
<td>0.4155</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ML Estimators</th>
<th>Beran</th>
<th>Whittle</th>
<th>SS-AR</th>
<th>SS-MA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.16589</td>
<td>-0.1624</td>
<td>0.0345</td>
<td>0.0077</td>
</tr>
<tr>
<td></td>
<td>0.1733</td>
<td>0.1707</td>
<td>0.1386</td>
<td>0.1045</td>
</tr>
</tbody>
</table>

(c) $d = 0.4$, $\phi = 0$, $\theta = -0.4$

<table>
<thead>
<tr>
<th>n sr</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>CLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.2757</td>
<td>-0.2713</td>
<td>-0.2703</td>
<td>0.0655</td>
</tr>
<tr>
<td></td>
<td>0.2870</td>
<td>0.2825</td>
<td>0.2815</td>
<td>0.4155</td>
</tr>
<tr>
<td>2</td>
<td>-0.3213</td>
<td>-0.3158</td>
<td>-0.3157</td>
<td>0.0093</td>
</tr>
<tr>
<td></td>
<td>0.3311</td>
<td>0.3256</td>
<td>0.3256</td>
<td>0.5442</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ML Estimators</th>
<th>Beran</th>
<th>Whittle</th>
<th>SS-AR</th>
<th>SS-MA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.5194</td>
<td>-0.2568</td>
<td>0.0034</td>
<td>-0.0280</td>
</tr>
<tr>
<td></td>
<td>0.2432</td>
<td>0.2301</td>
<td>0.1507</td>
<td>0.1291</td>
</tr>
</tbody>
</table>

(d) $d = 0.4$, $\phi = -0.5$, $\theta = -0.4$

<table>
<thead>
<tr>
<th>n sr</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>CLW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1588</td>
<td>-0.1559</td>
<td>-0.1537</td>
<td>0.0805</td>
</tr>
<tr>
<td></td>
<td>0.1772</td>
<td>0.1736</td>
<td>0.1718</td>
<td>0.3196</td>
</tr>
<tr>
<td>2</td>
<td>-0.1848</td>
<td>-0.1829</td>
<td>-0.1907</td>
<td>0.0942</td>
</tr>
<tr>
<td></td>
<td>0.1772</td>
<td>0.1736</td>
<td>0.1718</td>
<td>0.3196</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ML Estimators</th>
<th>Beran</th>
<th>Whittle</th>
<th>SS-AR</th>
<th>SS-MA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.3262</td>
<td>-0.0866</td>
<td>0.0436</td>
<td>-0.0226</td>
</tr>
<tr>
<td></td>
<td>0.5892</td>
<td>0.1578</td>
<td>0.2503</td>
<td>0.2085</td>
</tr>
<tr>
<td></td>
<td>-0.4217</td>
<td>-0.2817</td>
<td>0.0236</td>
<td>-0.0126</td>
</tr>
<tr>
<td></td>
<td>0.6042</td>
<td>0.3578</td>
<td>0.3150</td>
<td>0.3085</td>
</tr>
</tbody>
</table>

Table 7: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA(1, $d$, 1) plus noise model, with $d = 0.4$, $\phi = -0.5$ and $\theta = -0.5$, for $T = \{500\}$. The measurement errors are distributed as a Gaussian random variable, zero mean and variance that depends on the signal to noise ratio. The $n sr$ is set equal to 1 and 2. Table reports the semiparametric estimates of LW, ELW and FLW with bandwidth, $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, SS-AR and SS-MA. In bold character the lowest bias and RMSE for each line.
(a) $d = 0.4$, $\phi = 0$, $\sigma^2 = 4$ and $\alpha = 7.5/T$

(b) $d = 0.4$, $\phi = -0.3$, $\sigma^2 = 4$ and $\alpha = 7.5/T$

(c) $d = 0.4$, $\phi = -0.3$, $\sigma^2 = 0$ and $\alpha = 0$

(d) $d = 0.0$, $\phi = 0$, $\sigma^2 = 4$ and $\alpha = 7.5/T$

<table>
<thead>
<tr>
<th>T</th>
<th>$b = T^{0.5}$</th>
<th>$b = T^{0.65}$</th>
<th>ML Estimators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LW</td>
<td>ELW</td>
<td>FLW</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>RMSE</td>
<td>Bias</td>
</tr>
<tr>
<td>500</td>
<td>0.3544</td>
<td>0.2985</td>
<td>0.3110</td>
</tr>
<tr>
<td></td>
<td>0.3947</td>
<td>0.3406</td>
<td>0.3476</td>
</tr>
<tr>
<td>1500</td>
<td>0.3545</td>
<td>0.2805</td>
<td>0.2908</td>
</tr>
<tr>
<td></td>
<td>0.3640</td>
<td>0.3091</td>
<td>0.3155</td>
</tr>
</tbody>
</table>

Table 8: Panels (a), (b), (c) and (d) report the estimated long memory parameter for an ARFIMA model with level shifts. ARFIMA is generated with $d = 0.4$ and $\phi = 0$, $-0.3$ and $\theta = 0$. The sample size is $T = \{500, 1500\}$. The level shifts process is simulated according to formula (33) with $\sigma^2 = 4$ and $\alpha = 7.5/T$. Table reports the semiparametric estimates for $LW$, $ELW$ and $FLW$ with different bandwidth choices, $b = T^{0.5}$ and $b = T^{0.65}$. Table also reports the approximated maximum likelihood estimates, ML: Beran, Whittle, $MSS$-$AR$. In bold character the lowest bias and RMSE for each line.
Table 9: Table reports the estimated parameters of the LMSV model, with an ARFIMA(1, d, 0) for the latent stochastic volatility process. Table reports the semiparametric estimates for LW, ELW, FLW and CLW with bandwidth \( b = T^{0.65} \). Table also reports the estimates of the parameters \( \hat{\phi} \), \( \hat{\sigma}_\eta^2 \) and \( \hat{\sigma}_\varepsilon^2 \) for the approximated maximum likelihood estimates. \( \hat{\beta} = \left( \frac{\hat{\sigma}_\varepsilon^2}{\hat{\sigma}_\eta^2} \right) \) is the estimate of the noise-to-signal ratio, obtained as the additional parameter in the corrected Whittle objective function.
<table>
<thead>
<tr>
<th>T</th>
<th>LW</th>
<th>ELW</th>
<th>FLW</th>
<th>CLW</th>
<th>Beran</th>
<th>Whittle</th>
<th>SS-AR</th>
<th>SS-MA</th>
<th>MSS-AR</th>
<th>MSS - ARσ²η</th>
</tr>
</thead>
<tbody>
<tr>
<td>553</td>
<td>d</td>
<td>0.7111⁺</td>
<td>0.6939⁺</td>
<td>0.7534⁺</td>
<td>0.7556⁺</td>
<td>0.5417⁺</td>
<td>0.5476⁺</td>
<td>0.5381⁺</td>
<td>0.5286⁺</td>
<td>0.0266⁺</td>
</tr>
<tr>
<td></td>
<td>φ</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.1336⁻</td>
<td>-0.1334⁻</td>
<td>-0.1166⁻</td>
<td>-0.1018⁻</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0609⁺</td>
</tr>
<tr>
<td></td>
<td>ση</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1701⁺</td>
</tr>
<tr>
<td></td>
<td>ση₁²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0228⁺</td>
<td>0.0231⁺</td>
<td>0.0231⁺</td>
<td>0.0225⁺</td>
<td>0.0106⁺</td>
</tr>
<tr>
<td></td>
<td>ση₂²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 10: Table reports the estimated parameters of the long memory estimates on the US inflation series. LW, ELW, FLW and CLW are the semiparametric estimates, with bandwidth $b = T^{0.65}$. An ARFIMA(1, d, 0) is estimated with the parametric estimators, including SS-AR and SS-MA. Table also reports the estimates of the MSS-AR on an ARFIMA(0,d,0) plus random level shifts. Table reports the parameter estimates for φ, $σ^2_η$, α and $σ^2_κ$. $σ^2_η₁$ and $σ^2_η₂$ are the innovation variances for the periods Jan:1965-Dec:1983 and Jan:1984-Mar:2011, respectively. a, b and c stand for 1%, 5% and 10% significance levels, respectively.
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